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Solid-state high-harmonic sources offer the possibility of
compact, high-repetition-rate attosecond light emitters.
However, the time structure of high harmonics must be char-
acterized at the sub-cycle level. We use strong two-cycle laser
pulses to directly control the time-dependent nonlinear
current in single-crystal MgO, leading to the generation of
extreme ultraviolet harmonics. We find that harmonics are
delayed with respect to each other, yielding an atto-chirp,
the value of which depends on the laser field strength.
Our results provide the foundation for attosecond pulse met-
rology based on solid-state harmonics and a new approach to
studying sub-cycle dynamics in solids. © 2017 Optical
Society of America

OCIS codes: (320.7130) Ultrafast processes in condensed matter,
including semiconductors; (320.7120) Ultrafast phenomena;
(820.7110) Ultrafast nonlinear optics.
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Attosecond pulse metrology is currently based on the generation
of extreme ultraviolet (XUV) high harmonics from atoms and
molecules in the gas phase [1]. The duration of isolated attosec-
ond pulses is approaching the atomic unit of time [2], but typical
gas phase harmonic sources do not provide the photon flux de-
sired for many applications. Harmonic sources based on solid
targets are emerging as promising candidates because of their
high efficiency and modest requirements for the driving laser
peak intensity [3—6], making them particularly compatible with
the use of high-repetition-rate pump lasers [7]. However, appli-
cations in attosecond metrology require sources with precisely
characterized and controllable time-frequency profiles, and a
robust experimental method that can both probe and control
the dynamics directly in the time domain is therefore essential
to unlocking the potential of solid-state high-order harmonic
generation (HHG) sources.
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Gas-phase attosecond sources exhibit an intrinsic chirp at
the sub-cycle level, meaning that different XUV harmonics
are emitted at different times within the optical cycle [8].
This so-called atto-chirp originates in the microscopic genera-
tion process and can be understood within the recollision
model for the gas phase HHG [9]. The solid-state HHG
mechanism is fundamentally different as evidenced by the field
dependence of the maximum photon energy produced [10], its
complex ellipticity dependence [6], and the emergence of
muldple plateau structures in the harmonic spectrum [4].
Two microscopic mechanisms, based on intraband and inter-
band nonlinear currents, have been proposed to explain the
HHG process in solids [10,11], and elucidating their relative
importance is currently a matter of intense debate [3,12-17].
It is predicted that the radiation from the nonlinear interband
current exhibits atto-chirp, whereas that resulting from intra-
band Bloch oscillations does not [15]. Therefore, the measure-
ment of the atto-chirp of solid-state harmonics could confirm
the microscopic generation mechanism.

In this Letter, we probe the intrinsic atto-chirp of high-order
harmonics from single-crystal MgO by observing how the XUV
spectrum changes under different carrier envelope phase (CEP)
settings of the driving laser pulse. We use waveform-controlled
two-cycle laser pulses to produce high-order harmonics in the
XUV spectral range. The measured harmonic spectrum shows
strong sensitivity to the CEP of the laser pulse such that the
harmonic peaks shift significantly by more than the laser pho-
ton energy when the CEP is changed by 7. We reproduce the
measured spectra and their CEP dependence in calculations by
solving the time-dependent Schrodinger equation (TDSE) for a
strongly driven three-level system that originates in the band
structure at the high symmetry (I') point. Our results indicate
that the large CEP shift originates in the atto-chirp of the har-
monic radiation, consistent with the HHG process being
dominated by interband contributions [11,15,16,18].

In our experiments, we focus two-cycle laser pulses with a
1.7 pm central wavelength obtained from an optical parametric
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chirped-pulse amplifier system [19] into a 001-cut 200 pm
thick MgO crystal. We estimate the field strength inside the
crystal to be ~2 V/A (peak intensity ~10' W /cm?), which
is just below the damage threshold at a repetition rate of 1 kHz.
Such a relatively high damage threshold is reached due to the
relatively large bandgap (7.8 ¢V), small photon energy
(0.73 €V), and ultra-short pulse duration (~11 fs). The laser
polarization is along the cubic direction where the conversion
efficiency is highest [6]. High harmonics emitted in transmis-
sion are analyzed using an XUV spectrometer consisting of a
flat-field variable groove density grating and a micro-channel
plate detector. Figure 1(a) shows representative measured spec-
tra at two different CEP settings with an offset of 7/2. The
setting on the left produces fairly discrete harmonic peaks in
the primary plateau, indicating that at least two XUV bursts
were emitted with approximately half-cycle periodicity, while
the setting on the right produces a more continuous plateau
suggesting that the XUV emission occurred in a dominant sin-
gle burst. The secondary plateau visible in both plots is much
weaker, but also exhibits some dependence on the CEP.

To calculate the high-harmonic spectrum, we solve TDSE for
a strongly driven three-level system that originates in the band
structure of MgO at the high symmetry I' point, as shown in
Fig. 1(b). The band structure and transition matrix elements
are calculated via density functional theory (DFT), using the
Perdew—Burke—Ernzeroff GGA functional [20] and employing
the linear augmented plane wave plus local orbital basis as imple-
mented in the WIEN2k software package [21]. The calculations
use a muffin tin radius of 1.98 Bohr for both Mg and O, a k-point
grid of 20 x 20 x 20 in the Brillouin zone, and a plane wave cutoff
of 32 a.u. Since standard DFT calculations produce an energy gap
that is smaller than the experimental value, the conduction band
energies are shifted to get better agreement with the experimental
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Fig. 1. Intense two-cycle laser pulses are focused into a 200 pm thick
MgO crystal to produce high harmonics. The harmonic spectrum is
sensitive to the CEP of the drive laser; for example, (a) shows represen-
tative measured spectra for a sine-like and a cosine-like pulse as shown
in the insets. The estimated peak field strength inside the sample is
~2 V/A. Both spectra contain a primary (blue) and a much weaker
secondary plateau (red), in total extending to around 25 eV. The insets
illustrate XUV bursts generated every half-cycle of the laser pulse such
that their relative strengths depend on the CEP. The sine-like pulse,
with two equal half-cycles, would produce a spectrum with discrete har-
monic peaks while a cosine-like pulse with a single, main half-cycle
would produce a near continuous plateau. (b) shows a portion of the
band structure of MgO obtained from DFT calculations. The three
major bands (VB, CB1, and CB2) that contribute to HHG are shown
with solid lines. The inset shows their energy levels at the I' point.
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band structure. When driven by linearly polarized light, the three
bands that predominantly contribute to the harmonic spectra are
VB, CB1, and CB2, which have energjes at 0, 7.8, and 24.6 ¢V at
the I' point. The only non-zero transition matrix elements are
uVB-CB1 = 0.33 a.u. and ¢VB-CB2 = 0.65 a.u.. The higher
bands contribute significantly only at higher driving fields and at
energies in the vicinity of (and above) the VB-CB2 bandgap. The
interference between the contributions from the lower and higher-
lying conduction bands gives rise to the minimum in the calcu-
lated harmonic spectra [most clearly seen in Fig. 2(f)]. To model
the fast dephasing time, we have introduced a quarter-cycle
dephasing time in the calculation [11].

The waveform manipulation of the harmonic spectrum is
demonstrated in Fig. 2. The top row [Figs. 2(a)—-2(c)] shows
the measured CEP dependence for the different field strengths
of ~1.2 V/A, 1.7 V/A, and 2.1 V/A, respectively. In all the
measurements, we observe that when the CEP is increased,
the harmonic peaks shift toward higher photon energy, forming
a slope of photon energy versus the CEP (indicated by the black
dashed line in the figures). As seen in Fig. 2(a), for a peak field
of 1.2 V/A, the CEP slope around 18 eV is about 1.7 eV/A.
At higher peak fields ((b) and (c)), the slopes are 0.8 ¢V /7 and
0.7 eV [z, respectively; i.e., the slope for the same harmonic de-
creases with the increase of laser field strength. This behavior is
well reproduced in the calculations [bottom row, Figs. 2(d) 2(f)]
with slopes of 1.4 eV /7, 0.5 eV /x, and 0.3 eV /x for 1.0 VIA,
1.3 V/A, and 1.8 V/A, respectively (calculations were performed
using a 1.6 pm central wavelength). In the calculations, we also
observe that, for a given field strength, the CEP slope increases
with the harmonic order, from being very flat deep in the plateau
to much steeper near the cutoff. For field strengths ~1.7 V /A
and above, we observe a minimum in the spectrum around 20 ¢V
and a secondary plateau that extends to higher energies. This is
similar to the recent observation of a secondary plateau in rare
gas solids, originating in multi-band couplings [4]. We note that
the fact that the CEP dependence persists in both plateaus means
that both conduction bands are being accessed at the sub-cycle
timescale.

The dependence of the harmonic frequencies on the CEP
implies that in our experiment the bursts of XUV light emitted
in consecutive half-cycles are not identical in terms of their
spectral content and their spectral phase. This is in contrast
to the harmonic emission from a typical multi-cycle laser pulse
in which the interference between identical pulses with half-
cycle temporal spacing gives rise to the well-known spectrum
consisting of odd harmonic peaks. For a two-cycle pulse, the
burst-to-burst difference originates in the sub-cycle emission
dynamics in the solid, which depends on the instantaneous
value of the laser vector potential [15,22].

The emission dynamics are illustrated in Fig. 3(a), which
shows the calculated time-frequency profile for a field strength
of 1.0 V/A and a CEP of zero. The photon energies between
approximately 8 and 20 €V are emitted in three to four short
bursts, each exhibiting a rapid frequency chirp, with higher en-
ergies emitted later than lower energies. In our model, the
above bandgap (VB-CB) emission pattern can be understood
in terms of interband coherences between the bands in the pres-
ence of the laser field. For a two-level system, the instantaneous
energy difference between the field-dressed states is given by

£() = 20/ (uAW)* + (@0/2)% (1)




1818 Vol. 42, No. 9 / May 1 2017 / Optics Letters

N
S

104
N 'g S 22 4
) c 2
220 2 32
g g K
< z 8
g 28
2 2 216
. 1035 %

14
¢cep(m)
1073
35 I
< 1073
> L >
2 T 230
3 1055 3
9] 5 ©25
5] G
6>

5 1073 520
2 g 2
[-% 1077 c o 15

1078 10 r

¢cep(m) ¢cep(m)

e

Letter

10°
2 s B
s 3 E
>
W 8 g
9]
& ¢ s
- o] 10* 3
& c =
2 % 2
L 2 2
£ = €
103 14
10°
10-3 1073
4~
10-4 3 10 0
£ £
5
10-5 s 10 g
c )
g 6 >
1062 1072
< o
g 107 £
1077 = =
10-8 1078

3
@cep(m)

Fig. 2. Top row shows the measured CEP dependence of HHG from MgO with peak laser fields of (a) 1.2 V/A, (b) 1.7 V/A, and (c) 2.1 V/A,
respectively. The bottom row shows calculation results from the three-level model, at similar field strengths of (d) 1.0 VIA, () 1.3 V/A, and (f) 1.8 V/A,
respectively. The dashed black lines trace the change in photon energy of the harmonic peak around 18 eV. The slope of this line for a given plateau
harmonic decreases with an increasing peak field. In the calculations, which show a larger range of photon energies, this behavior can also be recognized
in the CEP dependence for each intensity: the slope is largest for the highest photon energies close to the cutoff and decreases with harmonic order.

where p is the transition matrix element, A(z) is the time-
dependent vector potential, and @, is the bandgap. Harmonics
are emitted when the photon energy matches the instantaneous
energy difference. The dashed line in Fig. 3(a) shows the instan-
taneous VB-CB separation £(¢) for our three-level system, which
is in excellent agreement with the sub-cycle XUV emission time.
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Fig. 3. (a) Calculated time-frequency profile of the HHG emission
using a field strength of 1.0 V/A and a CEP of zero. The color scale
indicating the spectral yield is logarithmic. The dashed lines indicate
predicted time-dependent photon energies. Photon energies above the
bandgap (7.8 €V) are emitted in interband processes, which gives rise
to a rapid chirp where higher energies are emitted later. (b) Zoom-in
on two half-cycles of the predicted time-dependent photon energy,
near the peak of the pulse. The dashed lines are the same as those
in (a). The solid line is a copy of the dashed line in the first half-cycle.
The emission time of a given frequency differs between the two half-
cycles, and the difference depends on the photon energy. (c) Calculated
corresponding CEP-dependent spectrum of HHG radiation with a
field strength of 1.0 V/A. The black lines overlaid are calculated from
the interference between subsequent pulses with different phases,
corresponding to different sub-cycle emission times.

The rapid sub-cycle chirp of the interband harmonics, in com-
bination with the different maximum photon energy in each half-
cycle, explains the CEP dependence observed in the experiment.
This is illustrated qualitatively in Figs. 3(b) and 3(c). The dashed
lines in Fig. 3(b) show the predicted time-dependent photon en-
ergy of two of the sub-cycle bursts in Fig. 3(a) and, for compari-
son, the solid line in the second half-cycle is a copy of the first
burst, translated by exactly one half-cycle. It is clear from the
figure that the emission time of a given energy changes from
half-cycle to half-cycle. For the two half-cycles shown, the repeti-
tion time is slightly more than one half-cycle, and changes with
photon energy. In the spectral domain, this will give rise to peaks
that are separated by slightly less than twice the laser frequency,
and the separation will change with photon energy.

This understanding can be formalized by considering the in-
terference between two adjacent XUV bursts. The XUV bursts
generated in each half-cycle have different amplitudes and phases
that depend on the instantaneous intensity and the CEP,
which can lead to constructive or destructive interference [23].
Consider the time-dependent dipole of two adjacent bursts:

D(t) = d () + dy(2)
=d(t) +d(r-T/2) exp(i(x + 6,3)), 2

where d(z) is the dipole from a single attosecond burst, and 6,
is the phase difference between these two attosecond bursts.
We have ignored the amplitude change and consider only the
phase difference, which can be written as

0o = [ - o0t~ [0 -apa @

where #; and ¢,; are the time of tunneling and the time when
frequency @ is generated, respectively. £(z) is the time-dependent
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energy difference between the first and second instantaneous
eigenstates of the three-level system [dashed lines in Fig. 3(b)].
Constructive interference requires that the frequencies peak at
the values given by the following equation:

w/w; =2n-1-0,/x, 4)

where wy; is the laser frequency, and 6, is the energy-dependent
phase difference between the two bursts. 8, = 0 implies that
the peaks occur at the odd harmonics of the driving laser. As
the CEP is changed, the XUV bursts will shift under an overall
envelope, leading to different emission times and, therefore, a
change of 0),, giving rise to the CEP pattern in Fig. 3(c).
The black lines overlaid on the CEP dependence in Fig. 3(c)
have been calculated using Eq. (4). The steeper CEP slope
for the higher harmonics can be understood in terms of the
larger burst-to-burst variation of their emission time, as seen
in Fig. 3(b). Likewise, the decrease of the CEP slope of a given
harmonic with field strength can be understood in terms of that
harmonic moving further away from the cutoff as the field in-
creases. We note that for harmonics below the bandgap which,
in this model, originate in intraband dynamics, do not exhibit
a frequency chirp, but are emitted all at the same time each
half-cycle [15], similar to recent time domain measurements of
terahertz-driven below bandgap harmonics in GaSe [12].

We demonstrate laser-waveform control of sub-cycle dynam-
ics that leads to the generation of XUV harmonics in single-
crystal MgO subjected to two-cycle pulses with maximum
field strengths ~2 V/A. We measure significant CEP shifts
~1.7 eV [z that are comparable to those of gas phase harmonic
sources [23]. The CEP shift originates in the delay between dif-
ferent harmonics, which indicates that the HHG mechanism in
MgO is dominated by interband processes. This result is in sig-
nificant contrast to the results of Hohenleutner et 2/ on GaSe
[12] and of Garg er al. on SiO, [13] in which the harmonic
exhibited essentially no atto-chirp—consistent with the genera-
tion from an intraband current. As MgO is an ionic solid, while
GaSe and SiO, are covalent, the differences in atto-chirp under
similar laser conditions would suggest that the nature of bonding
between atomic components in a solid plays a defining role in the
dynamics responsible for HHG. In our results, the CEP varia-
tion of the secondary plateau that appears at high field strengths
furthermore indicates the potential for sub-cycle control of elec-
tron dynamics in multiple conduction bands. Thus analysis of
the time structure of the XUV light reveals the novel underlying
electron dynamics present in strongly driven solids [24-28]. In
conclusion, our results provide the foundation for attosecond
pulse metrology based on solid-state HHG along with implica-
tions in petahertz electronics based on ultrafast laser driven
multi-band electron dynamics.
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