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X-ray is a ubiquitous imaging modality in clinical diagnostics and industrial inspections, thanks to its high penetration
power. Conventional transmission-based x-ray radiography or computed tomography (CT) systems collect approx-

imately 103 —

10* counts per pixel to ensure sufficient signal to noise ratio (SNR). Recent development of energy

sensitive photon counting detectors has made x-ray imaging at low photon flux possible. In this paper, we report a
photon-counting scheme that records the time stamp of individual photons, Wth follows a negative binomial distri-

bution, and demonstrate the reconstruction based on the few-photon statlstics

dose-efficient x-ray imaging applications.

X-ray prOJection and tomography

Keywords: Photon statistics, Photon counting, Computed tomography

reconstruction from measurements of ~16 photons per beam show the poter<ofum hoton counting detectors for

Due to its high penetrating power, x-ray imaging is exten-
sively used as a non-invasive imaging method in medical di-
agnosis and industrial inspections. X-ray imaging modalities
based on attenuation is the most common mechanism of ra-
diography (projection) and computed tomography (CT). Con-
ventional transmission-based x-ray imaging systems count
103 — 10* photons per pixel in a fixed period!. To ensure
the signal-to-noise ratio (SNR) on the detector, high radi
ation dose is administrated to the sample?, prohibiting h
imaging of objects that are susceptible to radiation damag
Conformational change due to high radiation dose i
jor concern for imaging of biological samples®*
cessors and flash memories are also vulnerable
damages under excessive x-ray radiation>®

noise and recover the complex refractive i
measurements’, yet the demand for coh

regime, the use
of avalanche photodiodes to ti 4 he single-photon
events allows the range ag{ieﬂec ity i

tons per pixel!12. X-ra} detegtor with single-photon sensi-
tivity has opened up unitiesfor photon-efficient imag-
ing in medical CT andjntegrated circuit inspections'>!#. The
current usage of on-counting detectors is limited to
the traditional t

consideration.

under low phot@sn flux by taking the few-photon statistics into

ead llecting the total number of photon per pixel,
ourmbomqounting method records the number of time in-
tervalS,elapsed until a predefined number of photons are re-
ceived. "Fig. 1 shows the concept of operation. The time

¥Electronic mail: zyzhu@knights.ucf.edu

Time sequence
K 1 0 0(1|0|1(0]-
t

(-

ay beam /—
............ \|" e
Si-PIN
CcT detector  gjinogram
[y 1
~
1 ‘// \ 1
1 (] 1
W |
1
| <7 g :
L Rrojection _ _ _ _ _ _ _ 2D image

FIG. 1. Illustration of the photon-counting scheme for both x-ray
projection and tomography imaging.

stamps of individual photons collected from the Si-PIN de-
tector are registered by a data-acquisition device. Let A be the
probability of receiving one photon in each time interval, Az,
when no sample is present. In experiment, A is the product
between source flux and detector quantum efficiency. Con-
sidering the sample attenuation, for each pencil beam, j, the
probability of receiving one photon in each time interval is

T, = dexp(~ Y Af) ()

where the subscript i = 1,2,...,n represents the index of the
discretized object attenuation map f; and j = 1,2,...,m rep-
resents the index of discretized pencil-beam measurements.
The matrix A establishes the linear relation between the ob-
ject and the measurement. For x-ray projection imaging, A
is the identity matrix, and for tomography, A represents the
Radon transform matrix constructed from the distance-driven
ray-tracing model>.

The joint probability of detecting the r-th photon at g-th
time interval follows the negative binomial distribution g ~
NB(r,T) (r € N, g € N'), whose probability mass function
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where g = (g1,82,-.-,8m) is the total number of time intervals
that has elapsed upon the arrival of the first r = (r1,72,..., %)
photons at each pencil beam, j. In Eq.1 and 2, if we setr to 1
and A to identity matrix, the resulting PMF will have the same
form as that of the single-photon reflectivity imaging in Ref.
11. Conventional time-integration photon-counting scheme
records the number of photons detected in a predefined period
gAt, during which the joint probability of receiving r photons
for each pencil beam follows binomial distributed r ~ B(g, T)
(ge N, re N7

p(ritg) = ﬁ <§j> (1 =T5)8"(T5)" 3)

j=1 \"j

Notice that if 7; is small (7; < 0.01) and g; is sufficiently
large (g; > 100), Eq.3 can be approximated by a Poisson
distribution r; ~ Poisson(g;7Tj). The reconstruction from
the photon-counting measurement follows the maximum-a-
posteriori (MAP) framework, which maximizes the posterior
likelihood of f under the total-variance (TV) prior 7(f)

exp(—tTV(f)), where TV (f) denotes the TV regularizetd
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FI . PC-CT and PC-projection simulation and reconstruction of
the Shepp-Logan phantom under different photon-counting schemes.

time-stamp PC-CT measurement; (b1) time-integration PC-CT

e-integration PC-projection measurement. (a2-d2) reconstruction

Here we introduce negative logarithm to the posteriordistri- measurement: (c1) fime-stamp PC-projection measurement: (1)
bution in the MAP framework: iﬁﬂ ’ p proj ;
(4)

t = argming {I(f) +TTV(f

p {1() ()} \ -
where the objective function consists of twofpaits after ne-
glecting terms independent on f: the first part i m%ei ive
log-likelihood, /(f) = —log(p(g|f;r)) fo tive, binemial
distribution, and I[(f) = —log(p(r|f;g)) for bingmiakdistribu-
tion; the second part TV (f) is a TV regularizer wjith a non-

negative parameter 7. Both the cenventignal and our time-
stamp photon counting schemeshave the same negative log-

likelihood

S (g —r)exp(—Af)
7AT[,,* 1—Aexp(—Af) ] ©

and Hessian matrix 3

2 1 A= r)exp(—AD
(1 — A exp(—Af))?2

CUH( @)
foblem in Eq.4 is solved with a customized
TAP algorithm!” based on the gradient and Hessian
1kemood functions. The algorithm terminates when
the relative change in the objective function between two con-
secutive iterations is smaller than 107, To prevent over-
smoothing the image, we enumerated various TV regulariza-
tion parameters, 7, and selected the one that yielded minimal
objective function at the end of the iterations.

from (al-d1), respectively. The numbers on each sub-figure indicate
the NMSE between reconstruction and ground truth. (e, f) Log-scale
plot of the reconstruction NMSE vs. the photon counts per beam
for (e) PC-CT and (f) PC-radiography. All error bars indicate the
variance within 10 simulation instances.

We first performed a simulation on the conventional time-
integration and our time-stamp photon-counting schemes ap-
plied to both x-ray projection (PC-projection) and CT (PC-
CT) scenarios. The simulation Shepp-Logan phantom was
a 16mm by 16mm 2D layer sampled at a voxel size of 0.2
mm?>. PC-projection was simulated with a pixel-wise mea-
surement. PC-CT was simulated with 0.2mm translation step
size and 90 projections uniformly sampled in 0 180°. For con-
ventional time-integration scheme (Fig. 2(a, c)), each sim-
ulation instance generates binomial random numbers r in g
time intervals. For time-stamp photon-counting scheme (Fig.
2(b, d)), the measurement, g, is a sum of r geometric ran-
dom numbers to represent the time intervals before the arrival
of the r-th photon. Fig. 2(a, b) show the time-integration and
time-stamp PC-CT with comparable average photon count per
pencil beam. The measurement for time-integration PC-CT
(Fig. 2(a)) was simulated with g=2048 time intervals (average
16.9 photons / beam), while time-stamp PC-CT (Fig. 2(b))
only counts the elapsed time intervals of the first r=16 pho-
tons. Fig. 2(e) plots the log-scale normalized mean square
error NMSE = ||f — £, |?/|/fo]|> versus the average number of
photons per pencil beam. The error bars indicate the vari-
ance of NMSE arising from 10 simulation instances. Fig. 2(c,
d) compare the time-integration (g = 1024 intervals, average
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FIG. 3. Experimental observation of the photon-counting noise
model. (al) Number of time intervals before the arrival of 256th
photon. (a2) Time intervals in each region. Red dots and error bars
represent the mean and standard deviation. Blue does represent the
SNR. (bl-b4) Histograms of the number of time intervals elapsed
before r=1, 2, 4, and 8 photons are detected in region 1.

15.6 photons / beam) and time-stamp PC-projection (r=16
photons / beam). The weakly contrasted features within the

0 200 400 600 0 500 1000

the detector’s built-in pulse-height discrimination. In data ac-
quisition, only the time stamps of photons whose energy falls
within 10+ 0.5keV were recorded. The output of the DAQ
device was a series of Ar=10s time intervals, within which
either one photon or zero photon was registered. In PC-
projection, the sample was translated both horizontally and
vertically across the beam by two linear stages (UTM150CC,
Newport). In PC-CT the sample was also rotated 180° around
the vertical axis by a rotational stage (RV1200P, Newport). A
laser-machined acryli(zeysolution target and a slice of mouse
brain sample were us valuate the performance of PC-
CT. The resolutionfarget consists of groups with 0.5mm to
1.0mm line-width“ag 0.1mm interval. The size of the mouse
brain sample was 10 X 6mm after air-drying to prevent
deformation duringsthe scap. Both objects were scanned at
a step size f 0.3mm 1n.the transverse dimension, and 1° in
sion to cover 180° projections. To facilitate
we acquired a complete time stamp within
1s for{both objects® The net imaging time for detecting 16
as 17 minutes for the resolution target, 5 min-
es for the*meouse brain. In practice, the mechanical move-
nt and)ietector synchronization took extra time. Notice
an parallel acquisition using photon-counting detector ar-
iI‘T‘higher counting rate (103~19 counts/second) could

.. rayswi
skull of the phantom are hardly visible at low photon counts; . L . .
. . . . 18 reduce the net imaging time to ~ 1 minute. For comparison
which agrees with the previous experiment result'®. The .

construction NMSE versus average photon count is pl ted in
F1g 2(f). Fig. 2(e, f) shows that in the low photon cou

is higher than our time-stamp scheme. This| is
tributed to the low photon counts, and thus po

etected, thus guar-
rdless‘of the sample at-
d (f), it is worth
NMSE than PC-

tenuation or thickness. Compari
noticing that PC-CT generall
projection because CT abs@rbs

the beam for the same n of detegted photons.
The photon-counti rojectign and tomography experi-
ments used a filtered copper-anode x-ray source (XRT60,

Proto Manufacturi erating at 12kV, 1mA. This low
erlap of two photon incidences

n no sample was present. The x-
y a pair of 0.5mm pinholes, placed

stream)the -ray focus, to form a pencil-beam
. “Lhis created a beam spot size of 0.6mm on the
as located 300mm from the x-ray focus.
atial blurring arising from multiple scatter-
djacent voxels is insignificant because the area
ector is small, and the scattering cross-section is one
magnitude smaller than the absorption cross-section
for the'energy used in our experiments'®. A Si-PIN detec-
tor (X-123, AMPTEK) was connected to a data-acquisition
(DAQ) device (USB-6353, National Instrument) programmed
in the edge-counting mode. To eliminate dark noise, the low-
energy channels (<1keV) on the detector were filtered out by

flat panel detector (FPD), we also performed a CT scan

Nn the mouse brain sample with a scintillator-based detector

215CF-MP, Rayence). The source-side collimators were re-
moved to directly capture each cone-beam projection. The
source current was increased to 40mA to overcome the dark
noise on the FPD. The FPD was triggered continuously at 10
frames per second, and the first several frames (between 1 to
30 frames) were summed up to obtain images at different in-
tegration time settings (ranging from 0.1s to 3s), each corre-
sponding to a different readout intensity level.

The noise model of our photon-counting system and the in-
cident photon flux A were calibrated with a projection mea-
surement on a linear attenuation pattern, which was created
by stacking multiple paper layers with identical thickness
h=0.12mm. The pattern was divided in to 3 X 3 regions, with
region 1 being air and region 9 corresponding to 8 paper lay-
ers. We performed a PC-projection scan (Fig. 3(al)) covering
all 9 regions of the paper pattern, and waited for the arrival
of the r=256th photon at each point. Fig. 3(a2) plots the av-
erage and standard deviation of the time intervals, g, within
each region in log scale. The ratio between the average and
standard deviation fluctuates around 16.2, suggesting that the
measurement uncertainty agrees with the the shot-noise limit,
the square root of photon counts. The linearity of the curve
agrees with the exponential decay in the transmission as the
thickness increases. From the slope in Fig. 3(a2), we esti-
mated the transmittance, t=93% per paper layer. To directly
observe the distribution of time intervals, we varied the num-
ber of photons, r, to collect at each point. Fig. 3(b1-b4) plot
the histogram of g within region 1 at r=1, 2, 4 and 8. We
fit a negative binomial model with one unknown, 7', on each
histogram. The red curves plot the negative binomial distri-
butions with fitted parameter, 7, which are 0.0127, 0.0128,
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FIG. 4. Measurement (a) and reconstruction (b) of 1) reference im-
age, 2) time-integration PC-CT scheme (17.8 photons/beam on aver-
age) and 3) time-stamp PC-CT (16 photons/beam) of a resolution tar-

get. (c) attenuation profile along the dashed line (0.7mm line-wid
group) in (b1-b3).

0.0129, and 0.0129 respectively in (b1)-(b4). Thefhigh co
sistency signifies the same photon flux exhibited %ﬂjﬂs—
tograms. The incident photon flux A was cali

T in region 1.

ated fi th
With the calibrated incident photon flix«and

perimen-
tally verified noise model, a time-stamp PC-€T and re-
construction were performed on the acrylic resolution target,

tegration photon-
mber of counts
ing scheme within 1s

mber of photons

and compared with conventional,/ti

integration time (g = 10°).
per beam was 569. Th%oon

was used as reference for ew ing, low-photon-count im-
ages. Fig. 4(a2) sho e measurement of time-integration

h beam. The reconstructed attenu-
ration and time-stamp PC-CT are

ils"with discernible contrast at low photon flux, because
oton-counting detector eliminates the dark noise via
filtration, on the low-energy channels. The spatial resolution
is limited by the 0.6mm spot size on the sample plane due
to the beam divergence. With approximately the same aver-
age photon count (Fig. 4(b2) and (b3)), time-integration and
time-stamp PC-CT have normalized mean square difference
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c) Radiation dose ratio between time-stamp
T. (d) Reference image with 1s integration time
SE versus average photon counts per beam

for time=stamp PG-CT and panel detector.

G

f 6.2‘7£‘_a d 4.9% with respect to the reference image. We
speeulate that this slight difference is primarily attributed to
the

re uniform SNR on the sinogram of time-stamp PC-

PC-CT has the potential to reduce the radiation dose, which
is especially attractive for biomedical imaging applications.
We compared the image of a mouse brain layer obtained from
time-stamp PC-CT and a flat panel detector (FPD-CT, for
short). Fig. 5 shows the reconstruction from FPD-CT (a, 0.5s
integrating time (5 frames), 116.2 detector readout per beam
on average) and time-stamp PC-CT (b, 16 photons per beam).
A comparison on the absorbed radiation doses between Fig.
5(a) and (b) was performed through Monte Carlo simulation.
The irradiance of the source was computed using XSPECT
under experimental power settings. The radiation dose of
time-stamp PC-CT was calculated via an equivalent tube cur-
rent modulation to simulate different integration time for each
pencil beam with ImpactMC?°. Fig. 5(c) plots the percent-
age of PC-CT radiation dose with respect to that in FPD-CT.
The proposed time-stamp PC-CT reduces the dose to ~0.6%
of FPD-CT, because the photon-counting detector eliminates
the dark noise commonly found on panel detectors, and thus
a much lower source flux could be used for image acquisi-
tion. Fig. 5(c) shows that the dose reduction on the surface
is more prominent than the interior region. This is because
the transmission signal from the interior region is weaker, and
the time-stamp scheme would wait for a longer time until the
predefined photon counts are received.

To further evaluate the performance between time-stamp
PC-CT and FPD-CT, we acquired a complete photon time
stamp spanning s integration time (1283 photon counts per
beam on average) for the mouse brain sample, and recon-
structed a reference image (Fig. 5(d)) from all the detected
photons. Fig. 5(e) plots the normalized mean square differ-
ence between the reconstruction and the reference in log scale.
The blue and red circles on the plot correspond to FPD-CT
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e-stamp PC-CT in Fig. 5(a) and (b), respectively. For
Ow photon counts, time-stamp PC-CT consistently performs
an conventional CT. As the photon count increases,
panel detector eventually will have a comparable reconstruc-
tion error as that of time-stamp PC-CT. This is because, in
high-photon flux regime, the noise model of using the panel
detector and photon counting module can both be approxi-
mated by a Gaussian distribution.

In summary, we have demonstrated an x-ray photon-
counting imaging scheme tailored to low photon flux scenar-
ios. The presented method records the arrival time stamp of
individual photons and reconstructs the image with a few pho-
tons per pixel, which is applicable to both x-ray projection and
CT. Our photon statistics model agrees with the actual time
stamp of detected photons in the experiment. We are able to
reconstruct the PC-CT image from the arrival time stamp of
the first 16 photons using a customized SPIRAL-TAP algo-
rithm based on the negative binomial likelihood. In contrast
to the conventional photon-counting scheme that records the
total number of photons in a predefined integration time, our
time-stamp photon-counting scheme adaptively chooses the
wait time to maintain the same number of detected photons
for each beam. This ensures uniform SNR across all measure-
ments, especially for high-attenuation or interior regions

radiation dose by 2 orders of magnitude compared to CT u
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