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We extend the recently developed dual-arm Z-scan to increase the signal-to-noise ratio (SNR) for measuring the
nonlinear refraction (NLR) of thin films on thick substrates. Similar to the case of solutes in solution, the phase
shift due to NLR in a thin film can often be dominated by the phase shift due to NLR in the much thicker
substrate. SNR enhancement is accomplished by simultaneously scanning a bare substrate and the film plus sub-
strate in two separate but identical Z-scan arms. The subtraction of these signals taken simultaneously effectively
cancels the nonlinear signal from the substrate, leaving only the signal from the film. More importantly, the SNR
is increased since the correlated noise from effects such as beam-pointing instabilities cancels. To show the ver-
satility of the dual-arm Z-scan method, we perform measurements on semiconductor and organic thin films, some

less than 100 nm thick and with thicknesses up to 4 orders of magnitude less than the substrate.
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1. HISTORICAL INTRODUCTION

Nonlinear optics research at CREOL started at the time of its
founding in 1987, when the group of Van Stryland, Soileau,
and Hagan studied nonlinear refraction (NLR), nonlinear
absorption (NLA), and optical damage [1], at that time mainly
in inorganic materials. NLR and NLA are responsible for
optical “self-action,” where laser light of high irradiance can
alter the refractive index, 7, and absorption coefficient, @, of
a material. The irradiance-dependent optical coefficients may
be expressed in a power series as

n(l) = ny + nmyd + ngl> + ..., (1)

a(l) = ag + ol + az1* + ..., 2

where 7 is the irradiance, the “0” subscript corresponds to the
linear coefficients, 7, corresponds to the lowest order instanta-
neous, bound-electronic NLR, while 74 and higher order terms
are less commonly observed. The coefficients @, and a5 corre-
spond to 2- and 3-photon absorption, respectively. In this
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formulation it is assumed that all nonlinear responses are in-
stantaneous so that index and absorption changes follow the
time dependence of the irradiance exactly, which is not always
the case. The lowest order terms are related to the third-order
nonlinear susceptibility, y®, as follows [2]:
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where & is the vacuum permittivity, ¢ is the speed of light, and
o is the optical frequency.

In those days, the primary method for measuring NLR was
by measuring transmittance as the laser pulse energy was varied.
This allowed Van Stryland ez al. [3,4] to verify Wherretts scal-
ing rules for 2-photon absorption (2PA) in semiconductors that
allow prediction of 2PA for any direct-gap semiconductor [5].
The NLR was often measured either by measuring the critical
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power for self-focusing, or by observing beam distortion in the
near and far fields [6,7]. These methods lacked sensitivity,
requiring high irradiances for most measurements, and usually
did not address the sign of the NLR, which in those days was
thought to be always positive in transparent materials.

Studies were conducted regarding NLA and NLR and their
various applications, which led to the study of excited-state
absorbers that exhibit weak linear absorption that increases
significantly with increasing irradiance, including metallo-
organics [8] and semiconductors (free-carrier absorption) [9].
Both of these material systems offer the added advantage of
exhibiting NLR due to the excited states that reduce the non-
linear transmission by distorting the shape of the input beam.
In this case, the equations for NLR and NLA can be compli-
cated, and the absorption and refraction coefficients are
strongly dependent on excitation and relaxation dynamics
and can be defined as follows:

a(l,t) =ay + ayl + o6 N, ¢t) + ..., (5)
n(l,t) =ny+ ml +o,NU,t)+ ..., (6)
2

dN _ aol(l’) (Xz[ (f) _ﬁ (7)
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where o, is the excited-state cross section, N(/,¢) is the
irradiance and time, #, dependent number density of the
excited state, o, is the free-carrier cross section defined as
the change in refractive index per unit photoexcited charge-
carrier density V, 7 is the relaxation time, and 7 is the reduced
Planck’s constant. Note that the excited-state population as ex-
pressed contains contributions only up to the third-order non-
linear response.

In 1989, in the recently founded CREOL nonlinear optics
laboratories, a major advance in nonlinear optical characteriza-
tion was made. By placing an aperture in the far field of
nonlinear transmission measurements, Sheik-Bahae ez 4/, [10]
noticed that the aperture transmittance depended greatly on the
exact positioning of the sample near focus. This was quickly
recognized as being due to the nonlinear lensing in the sample.
The authors proceeded to scan the sample, recording the trans-
mittance as a function of the sample position Z with respect to
focus; hence, they phrased the technique the Z-scan. The
Z-scan was quickly recognized as an extremely simple and sen-
sitive yet absolutely calibrated technique for characterizing non-
linear optical (NLO) materials [10,11]. In particular, the sign of
the NLR is easily determined from the Z-scan, which proved it
to be a more powerful method than the aforementioned tech-
niques, while also allowing the simultaneous measurement of
NLA and NLR.

One of the first interesting discoveries enabled by Z-scan
was that the sign of the bound electronic 7, changes from
positive to negative in the region of 2PA, ie., when
0.5E, < hw < E,, where E, is the energy bandgap. Noting
the analogy with a linear absorption resonance contributing
negatively to the linear refraction above resonance, Sheik-
Bahae et al. [12,13] developed a method for connecting the
dispersion of 7, to the spectrum of 2PA via Kramers—
Kronig (KK) relations [2]. This resulted in a remarkably simple
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analytical formula that gave the magnitude, bandgap scaling,
and dispersion of NLR. The predictions of this simple formula
have agreed with experimental data of most known semicon-
ductors and dielectrics spanning more than 5 orders of magni-
tude [14]. This theory also predicted a fundamental limit to the
all-optical-switching figure-of-merit developed by Mizrahi et al.
[15] for semiconductors, which played an essential role in the
progress of this field. More recently, extending the simple 2PA
theory to nondegenerate 2PA, we have observed nearly 3 orders
of magnitude 2PA enhancement along with enhancement of
the associated NLR as prescribed by KK relations [2,11]. In
measuring NLR in the presence of strong NLA, we also devel-
oped a new technique that has even better sensitivity to NLR
than Z-scan and is a two-beam method that gives the temporal
dependence of NLA and NLR: the beam-deflection technique
[16]. We have used this method for measuring nonlinearities in
semiconductors [17,18], organics [19-22], and gases; however,
it is not simple to extract the nonlinearity of a solute in a sol-
vent, or, as discussed in this paper, to separate the NLR of a thin
film on a substrate.

The Z-scan technique also led to the rediscovery of the large
cascaded second-order effects from frequency conversion that
mimic themselves as NLA and NLR [23]. Studies of 7, of
KTP initially seemed to give inconsistent results and even
sometimes showed a change in sign [24]. These effects were
recognized as effective NLR due to “cascaded” second-order
nonlinearities that can result in very large nonlinear phase shifts
[25,26]. This led to the generation of many new results and
consequent publications including the first demonstration of
two-dimensional spatial solitons [27,28].

The Z-scan technique is, thus, regularly used for both NLR
and NLA measurements. However, for the study of organics in
solution, the study of NLA is typically much easier than NLR.
When measuring the nonlinear properties of molecules in sol-
ution, the NLA of the solvent is usually small, and determina-
tion of a, for the solute is not problematic. However, this is not
the case for NLR. Typically, the NLR per molecule of the sol-
vent is much less than that of the solute, but the large density of
solvent molecules yields a large net NLR that may dominate the
signal due to the solute. Additionally, there is a contribution to
the measured 7, due to the cuvettes used to hold the samples.
In cases where the 7, of the solute is small, large discrepancies
can arise when reporting the solute nonlinearity since the NLR
of the solvent and cuvette must be subtracted from that of the
solution. Thus, the determination of solute nonlinearities in
regions where the NLR is similar to or much smaller than
the solvent or cuvette has been difficult. The dual-arm (DA)
Z-scan, in which the solvent and solution are scanned simulta-
neously, was introduced as a solution to this problem [29]. In
this work, we expand upon this technique and demonstrate that
it is also useful for extracting the NLR of a thin film on a rel-
atively thick substrate.

Concluding our history of nonlinear materials characteriza-
tion, we must explain that we at CREOL rely on collaborators
from around the globe to prepare and send samples to us. It is
thus appropriate that in this paper, we include authors who
supplied us with samples for which data on the molecules stud-
ied have not previously been published (in thin-film or solution
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form). Other materials have been published, except not in
thin-film form, and those collaborators have chosen to be

acknowledged [30-32].

2. CHARACTERIZATION OF NLR IN THIN FILMS

Optical materials, including engineered materials [33], need to
have large nonlinearities to be suitable for applications, such as
in all-optical-switching devices [34,35]. These devices require
large optically induced phase shifts, such as those arising from
1. To implement such materials into integrated devices, thin
films have to be grown on relatively thick substrates, and the
NLR and NLA of the material must be precisely measured.
Although device applications are likely to employ guided
propagation in the plane of the film, for measurement of the
NLO properties it is more practical to propagate perpendicular
to the plane of the film. The short propagation path involved in
such a geometry for a thin film creates a challenge in measuring
the relatively small phase shifts induced by NLR in the film as
compared to that in the substrate. All substrates exhibit some
NLR, and since the substrate is usually several orders of mag-
nitude thicker, the nonlinear phase shift accumulated in the
substrate can often dominate that effect in the film. This prob-
lem does not exist for NLA measurements, as it is usually pos-
sible to choose a substrate with no NLA in the spectral region of
interest. This issue is very similar to extracting the contribution
of the solute in a dilute solution where the effect of the NLR
from solute can be dominated by the solvent, which was mi-
tigated by the introduction of the aforementioned DA Z-scan.
As alluded to in the previous section, the DA Z-scan simulta-
neously scans two samples on two identical Z-scan arms to dis-
criminate their nonlinear signal difference. This method cancels
the correlated noise induced by fluctuations of the excitation
source (e.g., pulse energy, beam pointing instabilities, pulse-
width changes, etc.), thereby increasing the signal-to-noise ratio
(SNR) and enabling the measurement of 7, and a;, of the sol-
ute. It was shown that the SNR for 7, could be enhanced by up
to 1 order of magnitude to resolve solute signals. In this work,
we apply a similar methodology to that described above to ex-
tract thin-film nonlinearities in the presence of large substrate
signals.

3. EXPERIMENT

To perform Z-scans, the sample is scanned along the axis of a
focused beam, and the transmittance is recorded as a function
of the sample position T(Z) [11]. Placing a partially closed
aperture (CA) in the far field allows for sensitivity to NLR (spe-
cifically 7, in this work), whereas in the case of a fully open
aperture (OA), the Z-scan is only sensitive to NLA (specifically
a, in this work). Thus, the CA Z-scan is sensitive to both 7,
and a,, whereas the OA Z-scan is sensitive to only a,. When
analyzing the CA Z-scan data, the a, value from the OA Z-scan
may be used, allowing a one parameter fit to obtain 7,. In cer-
tain instances, typically when 2z, /(4ga;) > 1, where 1, is
the wavelength, the CA Z-scan normalized data can be divided
by the normalized OA Z-scan data to obtain a signal devoid of
NLA. We refer to this as CA/OA where the effect of NLA is

essentially eliminated.
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OA
Fig. 1. Schematic of the DA Z-scan technique. The “ND filter” is a

continuously variable neutral density filter to equalize the energy in
each arm. “50/50” represents the beam splitter. “OA” and “CA” stand
for open aperture and closed aperture, respectively.

Figure 1 shows the experimental configuration of the DA Z-
scan technique to measure thin-film nonlinearities. To realize
the enhancement in SNR, each arm of the DA Z-scan must be
prepared to be as similar as possible by using matched optics.
Furthermore, the irradiance distribution must be identical, i.e.,
pulse energy, beam waist, pulse width, and sample Z-position.
The energy, beam waist, and pulse width equalization are de-
scribed in detail in [29]. The sample and substrate are both
mounted on a single stage and translated through the focus
of the beams in two identical arms.

It is essential that the substrate used in each arm is identical.
Thus, when preparing the films for deposition, substrates from
the same lot are cleaved in two, yielding one blank reference
and another on which the film is deposited [see Fig. 2(a)].
It is also essential to collocate the Z-positions of the two cleaved
halves, and for this reason, the coated substrate must have a
region that is left uncoated, which we label the “bare area.”
To collocate the Z-positions, the coated and uncoated sub-
strates are each placed on 3-D stages on top of the main Z-scan
stage. The coated substrate is translated until the bare area is in
the beam path [see Fig. 2(a)]. This results in a signal showing
only NLR from each arm (as there is no NLA from the
substrate). The Z-positions are matched by adjusting the
Z-position on one arm until the subtraction of the CA Z-scans
yields a flat line [see Fig. 2(b)]. After this adjustment, the coated
substrate is translated perpendicular to the beam so that the
film is returned to the beam path [see Fig. 2(a)] for nonlinear
characterization.

§ Arm A (Bare Area)

Bare Area .-g Arm B (Substrate)
Film € - Subtraction

(Substrate) %1 04

- W

B 'W

Substrate £
2
0.96 : .

Z (mm)
Fig. 2. (a) Method of film deposition such that the thickness is the

same in each arm of the DA Z-scan. (b) Simultaneous CA Z-scans of
Arm A and Arm B to match the Z-positions of the two samples.
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4. RESULTS

To show the capability of the DA Z-scan in extracting the NLR
and NLA of thin-film samples, we performed DA Z-scan mea-
surements on both semiconductor and organic materials.
A 3 pm thick ZnO film was fabricated on a 1 mm thick
quartz substrate using radio frequency (RF) sputtering. The
DA Z-scans were measured utilizing a Ti:sapphire regenera-
tively amplified system (Clark MXR, CPA 2110) at a wave-
length of 780 nm with a pulsewidth of 170 fs (FWHM) at
a 1 kHz repetition rate. It is important to note that when meas-
uring thin films, large variations in the signal can arise due to
sample inhomogeneity. To account for this, we perform low-
energy background (LEB) subtraction as outlined in [29]. The
LEB is a good qualitative measure of sample inhomogeneities.
For the case of the ZnO thin films, the LEB subtraction along
with a high-energy scan are shown in Fig. 3(a). Figure 3(b)
shows the CA signal of the sample (film and substrate) and
the substrate. Note that at a wavelength of 780 nm and peak
irradiance, 7, of 130 GW /cm?, no nonlinear absorption sig-
nal is observed, which is expected at this wavelength. Figure 3
also shows a comparison of the ZnO thin films for the cases
of (c) sequential Z-scans and (d) simultaneous DA Z-scans.
The measured peak-to-valley change in transmittance, ATP,U,
from the 1 mm thick quartz substrate is 7x larger than that
due to the ZnO film. The noise between the two sequential
measurements is uncorrelated, yielding difficulties in extracting
the thin-film NLR from sequential measurements. For the
case of sequential Z-scans, i.e., Fig. 3(c), the signal of the
ZnO film is buried within the noise. However, for the case
of simultaneous subtraction, shown in Fig. 3(d), the signal
is distinguishable above the noise. Other scans verified the
NLR. The value of 7, measured for the quartz substrate is

Z (mm) Z (mm)
15 75 0 75 15 -15 -75 0 75 15
Z-scan Traces with Béckgro'und —— Film + Substrate ’
1.04+1 LEB T Substrate 1.04

— High Energy

1.02+ T 1.02

1.00+ T +1.00
8 3
S 0.98; T 0.98 §
E a b £
g 0.96--( ) ) ) ) ) 1 ) ) ) ) , 7096 2
E o 024 Subtraction (Sequential) | —— Subtraction lio2 F
g (Simultaneous) . 3
T 101 - 3
e [ £
2 2

1 () +(d) +0.98

15 75 0 75 15 15 -75 0 75 15

Z (mm) Z (mm)
Fig. 3. (a) LEB along with high-energy scan of the ZnO thin film.
(b) Z-scan measurements on film plus substrate and substrate. The
two signals have uncorrelated noise. Comparison of the subtraction
of the substrate CA Z-scan from the 3 pm ZnO film plus substrate
CA Z-scan in the case of (c) sequential measurements and (d) simulta-
neous measurements (DA Z-scan) at a wavelength of 780 nm. The
solid line in (d) is a fit.
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(2.1 £0.5) x 107'® cm? /W and agrees within reasonable
error with previously reported literature values [36]. The value
of (1.0 & 0.6) x 107" ¢m?/W obtained from the ZnO thin
film agrees within error with our measurements of bulk
ZnO (thickness of 530 pum) of (1.24 £ 0.31) x 10714 cm? /W
using the same experimental configuration and is within a rea-
sonable factor of the theoretical value of 2.4 x 10714 cm? /W
(13] assuming £, = 3.3 eV [37].

Figure 4 shows Z-scans of a 1.29 pm thick organic film of a
highly polarizable anionic tricyanofuran cyanine, AJCPE04-
TCF04, deposited on a 1 mm thick fused silica substrate.
The neat films were deposited by spin-coating solutions on half
of the substrate [as depicted in Fig. 2(a)]. Z-scan measurements
were performed at 1300 nm generated by pumping an optical
parametric amplifier (OPA, Light Conversion, Ltd. TOPAS-C)
using 780 nm femtosecond pulses. There is no observed linear
absorption from the film at this wavelength. In Figs. 4(a)—4(b),
the OA and CA/OA signals are shown, respectively. The ob-
served NLR is purely from the film after subtracting the effect
of the quartz substrate and LEB in the DA Z-scan. Note that
the quartz substrate does not have any NLA at this wavelength.
In Fig. 4(c), the black curve shows the result for the case
of a sequential Z-scan where measurements of the film plus
substrate and the substrate were performed separately, and

Z (mm) Z (mm)

8 1.00 L1 8
£ 54nJ ~ 54nJ pct
§ 0.98 : — , ~ L 0.94 §
o 81nd : 81 nd o
1 0.96 sl S, R - et 0.88
! ) o 98nJ ] 98 nJ .

0.94 jedlismpde o i Lo . 1082
o = w8

0924(@) ~ 1200 1 (b) o 076
o 1.024 0~ Subtraction (Sequential) o Subtraction (Simultaneous) 1.02
3 :

5 ° Fit
i o
1011 o (‘bé;ﬁ
| 9 &
= 1.00p51! Shee
b \) e
2 099 0o b
50 [+l X
5 ¥ e
Z 0981 (c)
75 5 250 25 5 75 15 5 25 0 25 5 75
Z (mm) Z (mm)

Fig. 4. DA Z-scan measurements of an organic film (AJCPE04-
TCF04) of thickness 1.29 pm deposited on a 1 mm thick quartz sub-
strate at a wavelength of 1300 nm using multiple irradiances, each
offset for clarity. (a) and (b) are OA and CA/OA signals, respectively.
The effects of substrate and LEB are subtracted from the signal.
(c) Sequential measurements and (d) simultancous measurements
(DA Z-scan) show the comparison of the subtraction of the substrate
CA/OA Z-scan from the film plus substrate CA/OA Z-scan in the
case of 54 nJ input. The solid line in (d) is the best fit as in the
top curve of (b).
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the signal from the substrate was subtracted from that of the
sample. In Fig. 4(d), the black curve shows the result of the
DA Z-scan where measurements of the film plus substrate
and substrate were performed simultaneously. This result shows
~5x enhancement in SNR when the DA Z-scan has been em-
ployed. The values of a, and 7, measured for the film are
3.0+ 0.6 cm/GW and -(43 &+ 9) x 107" cm? /W, respec-
tively. Note that the signal from the substrate is 2x larger than
that due to the film.

An example of a measurement of a sub-100-nm thick film is
shown in Figs. 5(a)-5(c). The sample is a polymethine chromo-
phore doped in PMMA (7C-TCF-TOA:PMMA) film of thick-
ness 90 nm deposited on a 1 mm thick BK7 substrate measured
at a wavelength of 1550 nm, and a film of thickness 620 nm
deposited on a similar substrate measured at a wavelength of
1400 nm [Fig. 5(d)]. This chromophore has been the subject
of a previous study [30,31,38]. For these measurements, we use
a different Ti:sapphire amplified system (Coherent, Legend
Elite Duo HE+) producing 800 nm, 12 m], ~40 fs (FWHM)
pulses at a 1 kHz repetition rate pumping an OPA (Light
Conversion, Ltd. HE-TOPAS-Prime) to generate 1550 and
1400 nm pulses. Note that for these Z-scan measurements
using pulse widths <50 fs (FWHM), a chirp compensation
plate was placed in the reflected arm of Fig. 1, i.e., Arm B.
The irradiance used for the data of Figs. 5(a) and 5(b) was
120 GW/cm? and for Fig. 5(d), 108 GW /cm?. Note that
at these irradiances, the A7, , from the BK7 substrate is
around 2.2%. Thus, the signal from the film is small compared
to that of the substrate. The CA/OA Z-scan in Fig. 5(a) was fit
with an 7, of —(16 & 6) x 10°1® cm?/W. The OA Z-scan in
Fig. 5(b) was fit with an a, of 23 &= 12 ¢m/GW, which is con-
sistent with data from DA Z-scans taken at higher irradiances
that also gave the same 7, within errors. While a, agrees with
the previously reported value of 22 ¢cm/GW in Refs. [30,31],
the 7, reported herein is ~2.5x larger than the reported value of

Z (mm) Z (mm)
-10 -5 0 5 10 -10 -5 0 5 10

(@)

1.010 1.010
ny=-(15£4)x 10" cm” /W

(b) a,=23+12cm/GW
*error-bar (~50 %) given in reference to highest
energy scan where SNR >>1* 1

5
3

o
©
&
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& 8
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(C) (d) Thickness = 620 nm CAOM
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Fig. 5. (a) CA/OA and (b) OA DA Z-scan of the organic film of
thickness 90 nm deposited on a 1 mm thick BK7 substrate measured
at a wavelength of 1550 nm and peak irradiance of 120 GW /cm?
after subtracting the effect of LEB. Solid lines are fits. (c) LEB and
CA/OA signals at 120 GW /cm? before subtracting the LEB. (d) OA,
CA, and CA/OA measurements on the organic film of thickness 620 nm
deposited on a similar substrate at a measured wavelength of 1400 nm.
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-5.9x 107> cm?/W. Figure 5(c) shows the LEB for this
sample. The variation of the LEB over the scan is ~1.5%, while
the AT,_, is <1%. This indicates sample inhomogeneities in
thickness and/or concentration that may account for some of
the discrepancy. Another such discrepancy can arise due to
ablation of the film surface when exposed to irradiances
>100 GW /cm?, as was observed in few-micrometer thick
chalcogenide films in Ref. [39]. The ablation holes were
observed to induce spurious NLR signals. To ensure this was
not the case in our measurements, after Z-scan measurements
at the largest irradiance, the LEB was rescanned to ensure that
no changes in the Z-scan trace occurred.

Figure 5(d) shows data for a thicker sample of the same
material. We chose this particular sample, which was known
by us to be of poor quality, with thickness variation indicated
by the ~49% variation of the LEB as well as from independent
thickness measurements, to illustrate that it is sometimes best
to use CA Z-scan data without dividing by the OA Z-scan data.
This division process can add unwanted noise as shown in the
figure. The best way to analyze these data is to fit the OA data
for the NLA and then use that value in fitting the CA Z-scan to
obtain the NLR. This is possible for any type of Z-scan.

5. SUMMARY

In summary, we have extended the DA Z-scan technique to
measure thin films on relatively thick substrates. By simultane-
ously measuring both film and substrate, the correlated noise in
each arm is subtracted, allowing the determination of thin-film
NLR signals up to 1 order of magnitude less than that of
the substrate. Measurements of nonlinear refraction were per-
formed on both semiconductor and organic thin films of thick-
nesses ranging from 90 nm to a few micrometers.

For a single component system, the DA Z-scan is not nec-
essary as long as an identical reference arm is utilized, i.e., the
reference arm takes the role of increasing the SNR [40]. It
should not be expected that the sensitivity of the DA Z-scan
to nonlinearly induced phase changes should be as good as
when measuring a single component system. The primary
advantage of the DA Z-scan is when the “background” NLR
from a second material component obscures the NLR from the
component of interest, in this case a thin film.
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