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Abstract—Head-worn display design is inherently an interdis-
ciplinary subject fusing optical engineering, optical materials,
optical coatings, electronics, manufacturing techniques, user
interface design, computer science, human perception, and
physiology for assessing these displays. This paper summarizes
the state-of-the-art in head-worn display design (HWD) and
development. This review is focused on the optical engineering
aspects, divided into different sections to explore principles and
applications. Building on the guiding fundamentals of optical
design and engineering, the principles section includes a summary
of microdisplay or laser sources, the Lagrange invariant for
understanding the trade-offs in optical design of HWDs, modes
of image presentation (i.e., monocular, biocular, and stereo) and
operational modes such as optical and video see-through. A brief
summary of the human visual system pertinent to the design
of HWDs is provided. Two optical design forms, namely, pupil
forming and non-pupil forming are discussed. We summarize the
results from previous design work using aspheric, diffractive, or
holographic elements to achieve compact and lightweight systems.
The applications section is organized in terms of field of view
requirements and presents a reasonable collection of past designs.

Index Terms—Head-mounted displays, head-worn displays
(HWDs), near-eye display.

I. INTRODUCTION

HE EMERGENCE of several trends, such as the increased
T availability of wireless networks, miniaturization of elec-
tronics and sensing technologies, and novel input and output
devices is giving rise to user interfaces suitable for use in our
daily living [34]. A range of displays, both on-body and in the
environment, are being developed to provide visual output for
the users. See [72] for a recent review of displays in the en-
vironment and [74] for an interesting instance of a projector
based display. This paper will review approaches to the de-
sign of visual output devices, in particular, displays worn on the
body, to support mobile users. The paper is divided into two
main sections: principles and applications. The principles sec-
tion(s) review the optical design and analysis techniques used in
the design of head-worn displays (HWDs). HWDs are coupled
with the human eye, thus, we provide a brief summary on the
human visual system parameters of interest as well. The applica-
tions section is organized by field-of-view (FOV) requirements.
Low-FOV designs (< 40 deg), suitable for integration into an
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eyeglasses form factor are reviewed along with mid-FOV (be-
tween 40 and 60 deg) and Wide-FOV (> 60 deg) designs. Eye-
glass based displays are particularly interesting because they are
well suited for mobile applications and they are more likely to
enjoy higher social acceptance due to aesthetics compared to
bulkier displays.

II. PRINCIPLES OF OPTICAL DESIGN FOR HWDS

Ideally, HWDs are designed for each specific application. Re-
quirements of each application will guide the design process.
Example specifications such as the usage of the display indoors,
outdoors, or both, will determine the luminance requirement on
the microdisplay. Luminance is defined as the flux per unit area
per unit solid angle. Microdisplay spectrum combined with the
spectral response of the human eye at the ambient illumination
level of interest (e.g., scotopic or photopic) determines the spec-
tral band of operation which can be made narrower based on
the application (i.e., a monochrome display). For example, ap-
plications such as displaying thermal camera imagery may not
require color displays. In order to aid in the selection of ap-
propriate parameters for an application, there are tables avail-
able, organized by FOV, resolution, color depth, head mobility,
tracking and stereo/accommodation requirements [85].

FOV is an important design specification, for example, a com-
pact text-based display used in reading electronic mails, could
be monocular and may require less FOV, whereas an immersive
training application could require a stereo display with wider
FOV. It is important to set the FOV based on the task and in-
formed by the functioning of the visual pathways. However, in-
dependent of the target application all head-worn displays must
meet some minimum requirements in terms of eye clearance,
eye box size, image quality, and spectral characteristics. These
minimum requirements are discussed in Section III.

Depending on the luminance requirements of the applica-
tion, each design category can employ a laser, laser-diode, or
light-emitting diode (LED)-based source in combination with
a microdisplay, an organic LED (OLED) or other self-emissive
display, and historically cathode ray tubes (CRTs). Average
outdoors scene luminance is about 2000 fL, which is a good
number to aim, and the outdoors scene luminance can be as
high as 12000 fL [121]. Currently, active-matrix liquid-crystal
displays (AM-LCDs), OLEDs, and liquid-crystal-on-silicon
(LCOS) technologies constitute popular choices for HWD mi-
crodisplays. Liquid crystals (for example, AM-LCD or LCOS)
can be transmissive or reflective [58]. OLEDs are self-emissive.
OLEDs suffer not only from a shorter life span but also from
nonuniform degradation of luminance for the various colors
over their lifespan. The choice of OLED as the microdisplay
can lead to compact HWDs compared to LCOS panels. LCOS
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panels typically require illumination optics. The trade-off in
using illumination optics is brightness versus compactness.
OLED can be considered relatively dim compared to optimized
illumination for LCOS. Compact LCOS illumination systems
are an active research and optical engineering area. LED-based
illumination schemes constitute one of the directions in com-
pact LCOS illumination system development. The promise
of LEDs in LCOS illumination are of a long lifespan, small
physical size, and low operating voltages. LEDs can operate in
sequential mode emitting red, green, and blue light at a specific
time instance synchronized with the display. LED luminance
is also improving and becoming suitable for low light output
systems (i.e., on the order of 50 Im/W per LED). System level
considerations, such as optical filters, integrators, polarization
components, and projection lenses are discussed in [171], and
some of these considerations apply to HWD design as well.
Ferrin has compiled a more complete list of microdisplays
suitable for HWD applications [83]. An in-depth discussion of
microdisplay technology that covers the structure and perfor-
mance of microdisplays can be found in [104].

Laser sources have been employed in scanning displays.
Typically, laser-based sources have been brighter compared
to their microdisplay counterparts. The perceived brightness
is a function of both the laser dwell time (i.e., time allocated
for the laser beam at each pixel) and the source luminance.
Laser-based sources can also be divided into high and low
power sources. Laser-based displays based on high power laser
sources have been demonstrated with > 1500 fL luminance for
military applications, however such systems are not portable
and the demonstrators have been monochromatic. Laser-based
displays based on laser-diodes with luminance up to 900 fL
have been demonstrated for medical, aerospace, and industrial
applications. An alternative to higher luminance sources is
to dim the light from the scene through electrochromic or
photochromic mechanisms, see [3] for an example and [43] for
a review of organic and polymeric electrochromic materials.

Design trade-offs in HWDs related to the exit pupil, or eye
box size which defines the limits of user eye position from which
the entire display is visible, and the FOV can be understood by
applying the Lagrange invariant. The derivation of the Lagrange
invariant can be found in many classical geometrical optics text-
books, see, for example, [20]. The Lagrange invariant, axiomat-
ically stated and applied to the pupils, can be written as follows:

LI=n-6- Ypupil = nl : 91 : y;)upil (1)

where 6 represents the semi field of view at the entrance pupil,
Ypupil 18 the radius of the pupil in object space, n is the refrac-
tive index in the object space, 6 is the chief ray angle at the exit
pupil, ¥}, is the radius of the exit pupil, and n' is the refrac-
tive index in the image space. Using (1), for a fixed value of the
Lagrange invariant, the FOV in image space is inversely propor-
tional to the exit pupil height. A drawback of a small exit pupil
is that the eye naturally moves within the display, vignetting and
in a worse case scenario 100% vignetting may occur, yielding a
blackout of the image. In Section IV, we will relate this property
to the design of retinal scanning displays.

The light is emitted from a microdisplay, then collected by
the optics within its numerical aperture, before being redis-
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tributed onto an image plane through the imaging process. The
numerical aperture, or equivalently the f/# of the optics, sets
the amount of light flux contributing to the imaging process.
The conservation of light flux together with the Lagrange
invariant now applied to the microdisplay and the image plane
yield conservation of luminance. Therefore, according to the
Lagrange invariant, the luminance of the virtual image formed
through a HWD will be constant. The statement of constant
luminance may be counter-intuitive; the common misconcep-
tion is to reason that because the virtual image is magnified,
the luminance would decrease. However, we need to consider
both the cone angle and the magnified image plane area and
remember that their product is constant.

Another fundamental trade-off in HWDs exists between the
FOV and the resolution. This trade-off exists because a function-
ality of the HWD optics is to spread the pixels on the microdis-
play across the FOV. Thus as the FOV is increased, the number
of pixels per degree decreases. Approaches to overcoming this
trade-off has been to use a high resolution area of interest [105],
[106], resort to partial binocular overlap [82] or implement op-
tical tiling [38].

HWDs can be monocular where a single image is presented
to a single eye, biocular (see [13] for a review of biocular op-
tics design) where the same image is presented to both eyes, or
binocular where two distinct images are presented to each eye.
There are optical design and perceptual issues associated with
each mode.

HWDs can be designed in optical see-through, opaque,
or video see-through modes. Optical see-through systems
typically make use of beamsplitters to combine the computer
generated objects with the real-world. In video see-through
mode video cameras capture the scene which is combined
with computer-generated imagery. In this mode the user views
the world through the displays, therefore does not get a direct
view of the world. Rolland and Fuchs compare the optical
see-through and video see-through modes in [34] and con-
clude that the most important issues are latency, occlusion, the
fidelity of the real-world view, and user acceptance. Histor-
ically, occlusion has been technically easier to achieve with
video see-through display even though optical approaches to
occlusion, both transmissive [66], [135] and reflective [136],
[137], are actively pursued. A compact solution to the occlusion
capable HWDs remains a research challenge.

View point offset is also a critical issue in systems that cap-
ture the real-world with optical systems before presented to the
eyes. Magnitude of the viewpoint offset has been found to im-
pact the sensorimotor adaptation [118]. Orthoscopic displays
which do not introduce a view-point offset have been built for
a modest FOV [64]. In [64] the FOV was 26 x 19.6 degrees.
Biocca and Rolland comment that it is difficult, if not impos-
sible, for video-based see-through HWDs to perfectly match the
natural viewpoint of the user for wide FOV displays [118].

III. A BRIEF SUMMARY OF THE HUMAN VISUAL SYSTEM
PERTINENT TO THE DESIGN OF HWDs

In optical design of HWDs we characterize the human visual
system in terms of its object space parameters and aim to de-
liver a high quality image in the object space of the human eye.
Designing in the object space means that we do not compensate
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for the aberrations of the human eye or rely on the results from
the encoding and processing that occurs starting at the retina
and going through the optical nerve, the lateral geniculate body,
the primary visual cortex (V1), and the extrastriate areas [140].
However, a basic understanding of aberration tolerances of the
eye and the influence of accommodation is useful in designing
HWDs.

In this section, we shall briefly summarize some of the ob-
ject space parameters of primary interest for designing HWDs.
The functional primary parameters of interest are the variation
in pupil size under various levels of illumination, the depth of
field, the smallest feature size that the human eye can resolve,
e.g., the resolution of the eye, the spectral characteristics of the
light absorbed by the cones in the retina, and the aberration tol-
erances of the human eye. Binocular properties of the visual
system which are of interest include the inter-pupillary distance
and the stereoacuity which is the threshold discrimination of
depth from very small disparities [59]. Finally, a summary of
perceptual issues in HWDs will be provided in this Section.

The field of view of the human eye is 200 deg by 130 deg with
a 120-deg overlap [121]. The lens of the eye is a gradient index
element with a higher index at the center. Front focal length of
the eye is about 17 mm and the rear focal length is about 23 mm,
the difference is due to the fact that the refractive index of the
vitreous material is 1.336 [30]. Most of the optical power is pro-
vided by the cornea. Depending on age, the lens can contribute a
10—diopter optical power change in order to focus on closer ob-
jects. There exist several optical models of the human eye, some
of the more schematic but still useful models of the eye are:
the reduced eye (single surface), the simplified schematic eye
(three refractive surfaces), and the unaccommodated schematic
eye (four refractive surfaces) [24]. The first-order parameters of
interest such as the location and size of the pupil, and the center
of rotation are the same across these models; therefore, they are
equivalent for the design of HWDs.

The pupil is the optical aperture of the human eye which can
change its size through dilation and contraction of the muscles
that control the iris. The diameter of the pupil changes from 2
mm under sunlight to about 8 mm in the dark. A recent study,
under ambient hospital lighting conditions (the authors do not
quantify these ambient conditions), was done in 300 healthy
participants and the mean resting pupil size was found to be 4.11
mm [126]. The normal eye is considered to be near-diffraction
limited for a 2 mm pupil. The entrance pupil location is about 3
mm from the vertex of the cornea and resides behind the cornea
[42]. Ogle and Schwartz [123] quantify that the depth of field
decreases in steps of 0.12 diopters as the pupil size increase in
steps of one mm.

The classical approach to determining the resolution of the
eye has been the application of the Nyquist frequency to the
anatomical data on the spacing of the cone mosaic. Curcio et
al. studied the spatial density of cones and rods in eight human
retinas obtained from 7 individuals between 27 and 44 years of
age. An average of the center to center spacing of the cones re-
ported in [29] yields 2.5 pum and can be converted to a visual
angle of 0.5 arcmins. However, we should note that there exists
studies on the cone spacing and the resolution limit reporting
that, under certain conditions, observers can see fine patterns at
the correct orientation when viewing interference fringes with
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spatial frequencies as much as about 1.5 times higher than the
nominal Nyquist frequency of the underlying cone mosaic [28].
Currently, the trend in HWD design is to aim for 1 arcmins of
visual acuity. We should also note that the higher visual acuity
occurs within the fovea region, spanning roughly £5 deg around
the optical axis of the eye. Finally, dynamical visual acuity [32],
while challenging to measure, is of critical importance to HWD
design. It is well known that the human visual system summates
signals over a time period of about 120 ms. In quantifying visual
performance for moving factors, a compounding factor is mo-
tion smear. Burr reports that if the target is exposed long enough
the amount of smear is far less than may be expected [172].

Stray light, caused by ocular scattering, affects the contrast
specification of an HWD [76]. De Wit shows that for a 24 x 18
deg display, the maximum achievable contrast for a 4 x 4
checkerboard image is approximately 80:1. This is calculated
by convolving the ideal image with the point spread function of
the eye. Hasenauer and Kunick analyzed the impact of veiling
glare in an HWD system and offered techniques to isolate the
sources of stray light and minimize their impact in the design
[107].

Spectrally, light is transmitted starting at about 400 nm and
up to 1400 nm through the ocular media [25]. However, only a
selected portion of these wavelengths are absorbed by the cones,
depending on the level of illumination. Based on the Commis-
sion International de L’Eclairage (CIE) curve, we can consider
the photopic visible spectrum to span from 400 to 700 nm. The
photopic response curve peaks at 555 nm. Based on the photopic
response curve, optical designers choose a spectral weighting
scheme and incorporate it as a meaningful factor throughout the
optimization process.

Burton and Haig [47] simulated the effects of Seidel aber-
rations (defocus, spherical aberration, astigmatism and coma)
on four images and determined the tolerances of the human vi-
sual system to different levels and combinations of the aberra-
tion types by a forced-choice discrimination task [50]. The basic
idea in the experiment is to convolve targets with aberrated point
spread functions having varying levels of aberration and to com-
pare the aberrated image against the original in a controlled set-
ting to quantify the level of just-noticeable differences between
the images. Measurements of aberration tolerances were per-
formed with 2 mm pupils. A summary of the averaged peak to
valley aberration thresholds for 60%, 75%, and 90% discrimina-
tion probabilities, across four targets and two observers is given
in Table I.

In terms of chromatic aberrations of the eye, Rodgers cal-
culated the chromatic aberrations of the eye by combining the
photopic response curve with the chromatic aberration curve
of the eye and found an error of \/4 for a pupil of 2.4 mm
[101]. Hence, the chromatic aberration of the eye under pho-
topic conditions, for an average outdoor scene, is rather benign.
Mouroulis et al. [162] reported that the 2.5 arcmins recommen-
dation represents a measurable drop in performance and con-
stitutes a realistic tolerance for the transverse chromatic aberra-
tion.

Binocular properties of the visual system are important for
all modes of operation monocular, biocular, and binocular dis-
plays. Briefly, with monocular displays the visual system in
many cases may respond with binocular rivalry, a perceptual
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ABERRATION THRESHOLDS IN THE FORM OF JUST-NOTICEABLE DIFFERENCES

TABLE I

LISTED IN TERMS OF PROBABILITY OF DISCRIMINATION

Peak to Valley Wavefront Aberration

(in units of Wavelengths)

60% 75% 90%

Defocus 0.14£0.013 | 0.2240.016 | 0.3£0.019
(W20)

Spherical 0.1330.013 | 0.21£0.013 | 0.29+0.014
(W40)

Astigmatism | 0.20£0.017 | 0.30£0.019 | 0.41+0.023
(W22)

Coma (W31) | 0.30+0.02 0.46+0.031 | 0.62+0.045

Strehl Intensity Ratio

Defocus 0.934+0.013 0.8540.022 0.73+0.031
Spherical 0.94+0.012 0.86+0.017 0.77+0.02

Astigmatism 0.92+0.017 0.80+0.023 0.68+0.027
Coma 0.95+0.006 0.89+0.015 0.81£0.026

conflict when the two eyes receive very different stimulation.
With biocular displays, the two eyes receive the same stimu-
lation which would signal to the visual system that the scene
contains zero disparity throughout the visual field (which would
dilute the visual effect of any perspective depth cues present)
[173]. See [51] for a discussion of binocular issues associated
with the design of stereo displays. A review of human stere-
opsis is provided by Patterson and Martin [59], readers inter-
ested in depth perception in stereoscopic displays may also refer
to [119]. Patterson organizes his review around five functional
topics that may be important for the design of stereoscopic dis-
play systems: geometry of stereoscopic depth perception, visual
persistence, perceptual interaction among stereoscopic stimuli,
neurophysiology of stereopsis, and theoretical considerations.
Important concepts in stereopsis stem from the retinal positions
of images referred to as disparity. The horopter can be thought
of as a baseline of zero disparity based on the retinal images,
and can be defined geometrically (Vieth-Muller circle) or psy-
chophysically [59]. In terms of the geometry of stereoscopic
depth perception, Patterson notes that the processing for points
inside (crossed disparity) or outside (uncrossed disparity) of the
horopter is done by separate mechanisms [60]. The consequence
is that depth perception quality can be different for points re-
siding in the crossed and uncrossed disparity regions. The small
area slightly in front or behind the horopter is called the Panum’s
fusional area. In terms of binocular fusion, fusion limits depend
on the disparity magnitude. Fusion limits are given to be 10
arcmins (e.g., small disparity), 2 deg (e.g., medium disparity)
and 8 deg (e.g., high disparity). Beyond these limits, objects
may be seen double (diplopic). The disparity limits of fusion
are reported to covary directly with stimulus size or scale, and
inversely with spatial frequency. The limit does not vary with
contrast. Vergence eye movements are known to improve the
range of disparities that can be processed by the human visual
system. Clinical tests carried at a distance of 40 cm with a fixed
65 mm IPD assumption yield a stereoacuity between 20—40 arc-
seconds [25] and stereoacuity can be as low as 8 arcseconds
[59]. It is known that stereoacuity varies with luminance and
spatial frequency [60]. Patterson found that high stereoacuity
is obtained with high spatial frequencies and low temporal fre-
quencies [174]. High stereoacuity is achived in the fovea re-
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gion. Therefore, high quality depth discrimination over the vi-
sual field requires eye movements [59]. The optical design con-
sequence of supporting eye movements is to have either a large
exit pupil or eye tracking capability [166], [168]. The optical
consequences of eye movements in visual instruments include
full or partial vignetting and was analyzed in [62]. In terms of vi-
sual persistence, Patterson and Martin [59] recommend that for
displays operating using the field sequential technique, longer
durations of 10 ms or higher would be expected to produce better
depth perception due to greater binocular integration for each
channel. Other trade-offs such as color smear will need to be
investigated.

According to MIL-STD-1472C and the literature on the sta-
tistics of IPD values including, the IPD adjustment range for a
binocular HMD is recommended to be at least 50—78 mm. U.S.
Air Force anthropologists measured the IPD of 4000 flying per-
sonnel and the mean yielded 63.3 mm [114]. Self provides a
review of optical tolerance limits for binocular displays [56].
Based on the rather sparse data available in this field, recom-
mendations of Self are based on studies of Gold [133] and Gold
and Hyman [134]. Both of these studies are limited to no more
than four observers, hardly representative of a population as
noted by Self. Self recommended vertical misalignment of the
two optical axes, horizontal misalignment of the two optical
axes, rotational difference between the optical axes to not ex-
ceed 3.4 arcmins. Self recommended that the tolerance for the
magnification difference between the two images at the edge of
the overlap area to not exceed 10 arcmins with a less than 3.4
arcmins preferred value. Self recommended a luminance differ-
ence tolerance between the two images to be less than 25% and
preferably less than 10%. Self recommended the collimation tol-
erance shall be such that the optical distance to the displayed
image shall be between 100 m to oco.

Patterson, Winterbottom and Piece provided a comprehensive
review of perceptual issues in HMDs [122] which we shall sum-
marize in this paragraph. Patterson organizes his review in five
sections: luminance and contrast and their effect on depth of
field, dark focus and dark vergence, accommodation-vergence
synergy and its effect on perceptual constancy (e.g., size and
speed constancy), eye strain and discomfort, FOV and its rela-
tionship to the functioning of different visual pathways, binoc-
ular input and its relationship to visual suppression and head
movements.

In terms of luminance and contrast, as the luminance is in-
creased, the pupil size reduces and the depth of field increases.
The competing trend is that as the target resolution increases,
depth of field decreases. Therefore, both the luminance level and
the target resolution should be considered when designing for a
specific depth of field value. Depth of field is a critical distance
that determines objects that appear in sharp focus. Depth of field
should be set appropriately so that the user can properly perceive
both the computer generated imagery and the real objects lying
at the same depth. Under low levels of illumination or degraded
stimulus conditions, the accommodation will rest around a 1 m
value with some variation [124].

The human eye has evolved in such a way as to converge
and accommodate at the same point of interest as it saccades
across the FOV. Monocular systems can present the magnified
virtual image of the microdisplay at a fixed distance from the
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user and the information appears to reside on this single plane.
The consequence is that the users can accommodate and con-
verge on the plane of the virtual image which is consistent with
the accommodation and convergence mechanism of the human
eye. Stereo displays demand that the users focus on the plane
of the virtual images formed by the optics and converge po-
tentially at different depths away from that plane in order to
perceive three dimensional. As a guideline, the human eye re-
quires that accommodation and convergence match to within
£0.1 of a diopter [36]. Accommodation and convergence con-
flict is known to result in eye strain and discomfort. Moffitt re-
ports a + — 0.25 diopter to be workable and a 0.5 diopter
as the maximum level of mismatch [37]. If the accommoda-
tion and convergence planes are further apart than the work-
able mismatch, the eyes would converge to the correct location
to avoid diplopia and suffer from excessive blur as a trade-off.
Multi-focal displays have been proposed to resolve the accom-
modation-convergence conflict [38]. When the accommodative
response becomes a compromise between the stimulus and the
dark focus value, size, depth and speed may be misperceived.
Vergence seems to be valid down to 0.02 fL. [127] and the ac-
commodation seems to be valid down to between 2-100 fL
[125]. In terms of the accommodation-vergence conflict, Pat-
terson recommends that more research is necessary to determine
the exact tolerance limits.

Multi-focal planes could be based on non-moving parts. The
idea in multifocal planes is to construct a miniature 3-D dis-
play, image the 3-D source into a volume perceived as contin-
uous dictated by the limits of human visual acuity. The natural
question to ask is the minimum number of planes one would
need to cover the whole visual space. Rolland ef al. has shown
that 14 planes can cover a focusing distance from 0.5 m to in-
finity, under the assumptions of a 4-mm pupil and a 1-arcmins
visual acuity [38]. When considering moving parts, Wann pro-
posed tracking the eye and coupling eye movements to adjust the
image plane depth via a servo-lens mechanism [51]. Alignment
of the optics for each eye is a critical issue in stereo displays.

In terms of field of view, the human visual system seems to
process two cortical streams [127]: Dorsal stream, which con-
nects the central and peripheral retinal areas to the magnocel-
lular pathways, and seems to be responsible for optical flow
processing as well as visuomotor abilities such as reaching. The
dorsal stream processes low spatial frequency and high temporal
frequency information. The ventral stream, connects mainly the
central retina to the parvocellular pathways which are respon-
sible for high spatial frequency and low temporal frequency in-
formation processing as well as color. For tasks such as targeting
and object recognition, processed through the ventral stream,
a FOV of 50 deg can be sufficient. For tasks requiring periph-
eral stimulation, Patterson recommends greater than 60 deg. The
perceptual trade-off in wider field of view is between the level
of immersion and nausea.

References [46], [122] provide a discussion of visual issues
in the use of a head-mounted monocular display. The monoc-
ular, partially occluded mode of operation interrupts binocular
vision. Moreover, presenting disparate images to each eye re-
sults in binocular rivalry. Peli recommends using a peripheral
positioning in order to maintain normal binocular vision of the
environment. Peli also notes that under conditions of rivalry,
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the brighter field will dominate. Display resolution and contrast
are reported to be of secondary importance for rivalry. In a re-
cent study Sheedy and Bergstrom [138] performed a text-based
task comparison of five displays: monocular virtual, binocular
head-mounted virtual, hard copy, flat panel, and a small format
portable display. Performance speed on a monocular HWD was
found to be comparable with performances on flat panel and
hard copy. Interestingly the authors found that the performance
speeds on the binocular HWD were about 5% slower than nor-
malized performances, 6.75% slower compared with the tradi-
tional flat panel and hard copy displays. The authors also report
that the symptoms of eyestrain and blurry vision were signifi-
cantly higher on monocular HWDs than on other displays.

Finally, a key perception issue of binocular HWDs is the
quantification of depth perception. While there is a large body
of literature relating to depth perception, for example Cormack
[175], Fox and Patterson [176], Becker et al. [177], some of
the earlier works that studied depth perception in see-through
HWDs were conducted by Ellis [67] and Rolland [169]. In his
work, Ellis quantified the accuracy and precision of perceived
depth for real and virtual objects, where the real objects in-
cluded some surface in front or behind the virtual objects. Re-
sults showed that under the observation conditions some bias in
depth perception was measured. Rolland in a first study inves-
tigated the accuracy and precision of perceived depth for two
real, two virtual, and one real and one virtual objects side by
side. No bias was measured for the two first cases in spite of
having the 3-D objects displayed at either 0.8 or 1.2 m while the
optical images were collimated. For the real/virtual condition a
bias of about 30 and 50 mm for 0.8 and 1.2 m was reported. The
study pointed to the dificulty in presenting virtual objects at tar-
geted precise depths and the need for optimized methodology.
In recent work, Rolland revisited aspects of the methodology
to quantify depth perception in HWDs and concluded that the
method of adjustments with two stimuli of different shapes was
most appropriate [170].

IV. PUPIL-FORMING VERSUS NON-PUPIL-FORMING DESIGNS

It is possible to categorize optical designs for HWDs into
pupil forming and non-pupil forming. Pupil-forming designs
include eyepieces that magnify an intermediary image while
imaging the pupil of the optical system forming the exit
pupil, projection optics, and retinal scanning displays which
can optically be considered as scanning projection systems.
Non-puforming designs include magnifiers. The optical sys-
tems designed for HWD applications fall into two broad
design form categories: magnifier/eyepiece based designs and
projection based designs. Once a microdisplay suitable for
the task is chosen, the role of the optical system is to relay
a magnified virtual image of the microdisplay to the human
visual system. The gain in apparent size is typically quantified
by comparing the image seen through the lens to the image seen
with the unaided or naked eye. For the unaided human eye, the
apparent size of a microdisplay can be increased by bringing
the microdisplay closer to the eye up to the accommodation
limit. Compact and lightweight optical systems are necessary
in many applications, especially when the users are mobile.
Compactness of the microdisplay necessitates a magnification
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(a) Geometry of a magnifier. A magnifier forms a virtual image and the observer’s pupil becomes the exit pupil of the system. The distance from the vertex

of the last physical surface of the system to the exit pupil is called the eye relief. (b) Example 45-mm focal length magnifiers. Monocular (left) and biocular (right).
Both systems are working with a 30-mm screen diameter. The monocular system has a 40-mm ’exit pupil’ and the biocular system has an 84-mm ’exit pupil’, the
latter being large enough to cover both eyes. (Adapted from Williamson [24]). (Color version available online at http://ieeexplore.ieee.org.)

requirement since the microdisplay typically is too small to
view with the unaided eye.

Regardless of complexity (i.e., types or number of surfaces),
an optical system can always be characterized by an effective
focal length along with principal planes and nodal points. A
magnifier forms a virtual image when the object lies inside of
its focal length, as shown in Fig. 1. Distance x is the object dis-
tance and it is measured from the principal plane P. Distance
2’ is the image distance and it is measured from the principal
plane P’. We assume the object and image spaces to reside in
air, therefore, the nodal points (N and N') are at the same points
as the principal planes. The formation of the virtual image is il-
lustrated by tracing an off-axis ray through the nodal point and
a ray parallel to the optical axis of the system, the intersection
point of these rays determine the location and size of the virtual
image. The virtual image formed by a magnifier has the same
orientation as the object—sometimes referred to as erect in the
optics community. In HWDs, the virtual image can be placed
within about 1 m for near-field tasks or beyond 1 m for far-field
tasks. Optical distances can also be measured in diopters which
is a reciprocal of the optical distance expressed in meters. The
pupil of the observer becomes the limiting aperture and the exit
pupil in a magnifier. Magnifiers are typically designed to accom-
modate a range of eye movements such as translations and rota-
tions while observing the virtual image formed by the magnifier.
The eye motion requirement combined with a desire to achieve
good image quality motivates designs more complicated than a
single lens. In terms of image quality, we desire that the points
in the object map to points in the image, as limited by the size

of the pixel or the resolution of the eye, planes map to planes
and that the desired magnification remains constant across the
image. Deviations from these desires are called aberrations and
it is the task of the optical designer to minimize them.

As an example of noncollimated single lens magnifier,
Coulman and Petrie [113] discuss the design of a binocular
magnifier with a conic surface. They compare the shapes and
relative positions of images formed for each eye through a
binocular magnifier with spherical surfaces and another mag-
nifier combining a spherical and a conic surface. For each line
of sight of each eye, there will be an astigmatic focus, different
for the tangential and the sagittal directions. The middle point
between the tangential and the sagittal surfaces can be taken
as the focus surface, which is not necessarily the convergence
surface. Therefore, the magnifier based on spherical surfaces
creates images considerably different for each eye which
requires the eyes to fuse two completely different images,
especially toward the edge, leading to a disturbance of the
accommodation and convergence relation. Rogers and Freeman
reoptimized the design given by Couldman and Petrie to have
a diameter of 79 mm and having a sixth-order aspheric surface
and they reported a magnification of 2.3x [112].

An eyepiece, in addition to creating a virtual image for the
human visual system, forms an exit pupil by imaging the pupil
of the system prior to it to the image space. The distance between
the edge of the last surface and the exit pupil is referred to as eye
clearance. The distance from the vertex of the last surface to
the exit pupil is called the eye relief. A minimum eye clearance
distance is considered to be 20 mm according to Kocian [17]
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as well as Self [56]. Self [56] recommends the minimum exit
pupil size of an HWD to be 10 mm. In the case of a telecentric
design, the eye relief distance determines the focal length of an
eyepiece. One might think that since the light cones for various
fields have the same angles in the image space for a telecentric
design, the consequence would be uniform illumination. How-
ever, Reiss shows that the illumination varies with the obliquity
of the entering light [163]. In a telecentric lens, as the field angle
increases, the height of the lens will scale accordingly causing
an increase in weight. HWDs with relaxed telecentricity condi-
tions have been built successfully [41].

For compact and telecentric systems, the designers goal is to
optimize the design for a specific eye relief distance and have
it as close as possible to the focal length. In a recent study,
we compared two eyepieces: one closely resembling an Erfle
eyepiece and a second one where the doublets in the Erfle-like
eyepiece were replaced with diffractive optical elements. We
quantified that the eyepieces having diffractive optical elements
can support an eye relief range of about 80% of their focal
lengths, much higher than the doublet based system. In terms
of FOV, 30 degrees is typical for simpler eyepieces while higher
fields of view with considerable aberration correction have been
achieved. The Scidmore eyepiece [18] may be considered for a
72-deg example and the Dilworth eyepiece [19] for a 90 deg ex-
ample.

The aberrations of interest in eyepiece designs are lateral
color, spherical aberration of the pupil, distortion, field cur-
vature, and astigmatism. In the case of HWDs, some amount
of distortion in the optics can be accepted as it is possible to
correct distortion by prewarping the images on the microdis-
play in hardware or software or optically [91], see [34] for an
example. In wide angle eyepiece designs 8%—10% of distortion
is considered typical [131]. If the distortion is to be corrected
in electronics, it is crucial to achieve real-time correction
(< 10 ms delay per frame). Spherical aberration of the pupil
refers to the change in the exit pupil position with field angles.
Spherical aberration of the pupil is closely linked to distortion
[131]. Distortion can be defined as nonlinear magnification
across the field of view. The consequence of forming an exit
pupil outside of the eyepiece is broken symmetry about the
pupil. Broken symmetry makes aberration control challenging.

Aberrations of magnifiers are different from those of eye-
pieces. For example, in a magnifier design, the eye is allowed to
move considerably more compared to a pupil forming eyepiece,
therefore, aperture size dependent aberrations such as on-axis
spherical, oblique spherical and all orders of coma become more
challenging to correct [24].

Head-worn optical projectors are an alternative optical de-
sign form to the eyepiece based designs. The basic idea in an
optical head-worn projector is to place the microdisplay outside
of the focal length of the projection lens in order to form a
real image in front of the user. The real image formed by the
projection lens can be displayed on a diffuse [71] or a retrore-
flecting screen [41]. An account of conventional projection
screens can be found in [79]. A retroreflecting screen eliminates
optical crosstalk between users and allows for multiple users to
interact within a virtual environment. A retroreflecting screen
also maximizes light throughput compared with a diffused
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Fig. 3. Modified double-Gauss head-mounted projector example. (Adapted
from [41]).

screen. The retroreflecting screen can be placed physically
or optically in the environment depending on the application.
Optical placement allows for using the display outdoors, elim-
inating the requirement to have a screen physically placed in
the environment [164].

The optical path in a head-worn projector with an external
retroreflective screen is folded using a beam splitter to direct it
towards the screen placed in front of the user. The retroreflective
screen will direct the light back, at least in principle, exactly
in the same direction when the light meets the retroreflective
screen. An example optical layout for the HMPD is shown in
Fig. 2.

Optical projectors based on a modified double Gauss lens
form have been designed. The optical layout of a modified
double-Gauss lens for a head-mounted projector application if
shown in Fig. 3. Double-Gauss designs decend from the double
meniscus anastigmat lenses [131]. Double-Gauss lenses can
achieve a flat field by balancing the positive and the negative
surfaces. Symmetry around the pupil in the double-Gauss form
helps with aberration correction. Double-Gauss lenses are
limited by oblique spherical aberration caused by the anamor-
phism seen by the bundles at maximum field angles as they pass
through the lens [132]. It is well known that systems exhibiting
symmetry about the pupil will have all odd aberrations mini-
mized, such as coma, distortion and lateral color. In an HMPD,
the pupil resides within the optical system, symmetrically, and
can be conjugated to the eye through the beamsplitter forming
a virtual pupil [164]. Such designs allow large fields of views
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without any significant scalability in the optics, thus yielding
wide angle compact designs.

Retinal scanning displays (RSD) aim to scan a beam of light
onto the viewers retina. The early prototypes developed in the
1990’s used lasers and acousto-optic modulators to implement
the retinal scanning concept [52]. Different scanning techniques
such as rotating polygons, galvanometers, piezoelectric deflec-
tors, acousto-optic deflectors, have been compared by Holmgren
and Robinett [5] in terms of resolution, sweep frequency and
cost. Based on the commercially available scanning techniques
of the time, Holmgren and Robinett concluded that none of these
scanning technologies promised a display system that would be
clearly superior to current CRT and LCD displays in HMD ap-
plications. Recent work on the design of MEMS scanners shows
that it is possible to design and fabricate MEMS scanners that
can operate at frequencies high enough to support 1280 x 1024
resolution. A comparison of thirteen state-of-the-art scanners
published in the literature is provided in [115]. De Wit designed,
implemented and assessed a retinal scanning display based on
a scanning polygonal mirror. De Wit points out the interesting
similarity between the retinal scanning devices and the scanning
laser opthalmoscopes which can be regarded as the predecessor
of the retinal scanning devices [4]. Recent efforts in RSD devel-
opment have focused on miniaturizing and analyzing the micro-
electro-mechanical scanners (MEMS) [53].

At the system level, the building blocks of retinal scanning
displays can be broken down into video electronics, a photonics
module, a scanner module, an exit pupil expander, and a viewing
optic. In the following paragraphs, we will summarize the func-
tionality of each module and the interested reader should refer
to [54], [75] for further details and references.

Based on the desired video signal input, the video electronics
module controls the intensity and the mix of colors in the
photonics module and generates the time-synchronized control
signals for the scanner module. For each pixel, the photonics
module is responsible for delivering a light beam to the scanner
module with the desired intensity and color as requested by the
input video signal. In LED or laser-diode based systems pixel
intensity can be controlled directly by varying the drive current.
The alternative to direct modulation is to use an external mod-
ulator such as an acousto-optic or an electro-optic modulator.
Luminance control can be implemented as a separate module if
necessary, for example, in the form of polarizers, fiber-optic or
electro-optic attenuators. In principle, given a fast modulation
scheme, it should be possible to adjust the convergence for each
pixel, therefore, imposing depth on each pixel [77].

The scanner module is responsible for directing the beam of
light delivered from the photonics module to the desired image
plane location. Relying on persistence of human vision, it is the
fast and repeated scanning onto the retina that creates the per-
ception of a static 2-D image. A number of scanning methods
exists; for example, polygonal scanners, oscillatory scanners,
acousto-optic and electro-optic scanners, and holographic scan-
ners. There are several ways to implement scanners and biaxial
MEMS scanners have been fabricated for use in commercial
products by Microvision. In a biaxial MEMS scanner, the mirror
is suspended with two flexures in a gimbal and is actuated via
electrostatic plates under the mirror. Diffraction limited per-
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formance requires the scan mirror to be optically flat (A/10).
Pixel location and luminance variations caused by nonlinearities
in the scanning can be overcome by synchronizing the output
based on a look-up table that accounts for the nonlinearities.

In order to create a comfortable eye-motion box, a 10—-15-mm
exit pupil is preferred. However, without exit pupil expansion, a
typical exit pupil size in RSD systems is reported to be 1-2 mm
as imposed by the Lagrange invariant discussed in Section II.
Therefore, for improved usability and to accommodate posi-
tioning error, it is essential to use an exit pupil expander unless
the system makes use of an eye tracker and moves the exit pupil
accordingly.

In laser-based RSDs, a Gaussian beam propagates through
the scanner optics and forms a Gaussian spot, therefore, beam
truncation impacts resolution and contrast [ 1]. For a detailed dis-
cussion on fundamental work in imaging with Gaussian pupils,
see [2].

A light emitting diode (LED) based scanner has been de-
signed by Wells and Becker [45] as shown in Table II. In this
system, LEDs, a magnifying lens which forms a virtual image,
and a vibrating mirror are employed to scan a few rows at a
time. The imaging optics is designed for adjustable focus. This
display provides 720 (H) x 480 (V) pixels across a 21°x 14°
FOV. The display is monochromatic which makes the magni-
fying optics simpler since achromatization is not necessary.

V. APPLICATIONS OF ASPHERIC, DIFFRACTIVE, HOLOGRAPHIC
AND FREEFORM SURFACES IN HWDS

In spite of cost, difficulties in fabrication and testing, and a
deficiency of less than 100% light throughput in the case of
diffractive and holographic surfaces, freeform [158], diffractive
[8], [10] and holographic surfaces have been used successfully
in previous HWD designs [12], [81], [84], [93], [129].

The main use of diffractive optical elements is rooted in their
ability for color correction, specifically, their approximately
—3.5 Abbe number which provides complimentary dispersion
characteristics when used with optical glasses and plastics;
Stone and George [48] present a nice derivation of this fact.
It is possible to replace the doublets used in color correction
with diffractive optical elements yielding weight reduction.
Missig and Morris point out in [120] that as the task of color
correction is shifted to the diffractive optical element, the
steep curvatures for negative color correction elements reduce
leading to reduced aberrations. Details of aberrations inherent
in the diffraction process can be found in [165].

The contours of diffractive optical elements can be fabri-
cated in discrete steps using lithographic techniques, diamond
turning, laser writing as well as electron-beam lithography.
Therefore, the minimum feature size becomes an important
parameter in the utilization of diffractive optical elements as
constrained by the fabrication methods. Sub-micron (0.1 pm)
feature sizes have been demonstrated [43]. Many diffractive
elements are based on plastic materials for their substrate.
Popular plastic materials include acryclic (PMMA), Styrene,
NAS, SAN, polycarbonate, tpx, abs, and nylon. Materials
choices are limited in plastics compared to glasses. Injection
molding and compression molding processes make volume
manufacturing feasible for plastic optics. Aspheric surfaces can
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Fig. 4. Comparison of a conventional and a hybrid design using diffractive optical elements.

be manufactured on plastic by diamond turning and rms surface
roughness of less than 50 A can be achieved.

A concrete comparison between a pure refractive solution and
a hybrid refractive-diffractive design has been provided in [8] by
Cox et al. and the systems compared are shown in Fig. 4. Fig. 4
shows two systems having equivalent optical performance. Each
system is reported to have a 15-mm exit pupil, 20-deg FOV, and
a 75% diffraction limited modulation transfer function (MTF)
at the Nyquist frequency of the display for the visible spectrum.
The design using diffractive optical elements has only two ele-
ments and is reported to weigh ten times less than the conven-
tional design.

A second example is given by Stone and George [48]. These
authors study in detail hybrid lenses with diffractive and refrac-
tive elements and show that two and three wavelength achromats
can be achieved with smaller refractive curvatures at larger at-
tainable apertures. The authors also point out the capability of
hybrid elements to achieve an Abbe number (V = nd—1/nf—
nc, where nd, nf, and nc are the refractive indices of the D
(587.6 nm), F (468.1 nm), and C (656.3 nm) lines, respectively)
of arbitrary value.

A third example, utilizing diffractive-refractive optical
elements, discussing the relationship between the MTF and
the diffraction efficiency is provided in [15], based on a relay
lens system. The authors compared a plano—convex refractive
element against a plano-convex with a diffracted optical ele-
ment. This study reports the integrated diffraction efficiency of
the hybrid element to be 91% and concludes that the effect of
the wavelength dependent diffraction has little impact on the
imaging performance. The authors use the modulation transfer
function as their criteria for image quality comparison between
the hybrid and the pure refractive element.

A fourth example is the design by Missig and Morris [120],
where the authors designed hybrid elements with > 60 deg FOV
and reported a 70% weight reduction compared with the Erfle
eyepiece as well as a 50% decrease in the pupil spherical aber-
ration and a 25% reduction in distortion.

A fifth example is provided by Knapp er al. [31] where the
authors compared an eyepiece using a diffractive optical ele-
ment to an eyepiece using aspheric elements. The system in in
[31] uses spherical glass elements and a diffractive surface com-
pared with a system that uses spherical glass elements and a
plastic aspheric element. The development criteria for the lenses
was a 60-deg full FOV, 24-mm focal length, 10% distortion,
12-mm exit pupil and a 20-mm eye relief over the 540-558-nm

spectral band. Aberration tolerances were £2 D on the focus
range, £0.25 D on the field curvature, < 0.5 D for astigmatism.
There were additional packaging constraints as well. They draw
the conclusion in their study that the diffractive optical element
yields a better optical design from a chromatic, field curvature
and MTF standpoint for their set of specific application require-
ments.

Due to multiple diffracted orders, power in orders other than
the one a designer is using serves to reduce the contrast in the
final image. Buralli and Morris define a quantity called the in-
tegrated efficiency which serves as a useful figure of merit to
describe diffractive lenses [22]. Missig and Morris [120] note
that numerous factors can affect the diffraction efficiency, in-
cluding the surface blaze profile, the zone spacing, the surface
coatings, the illumination wavelength, the incidence angle, the
polarization, and the substrate index of refraction.

The use of holographic optical elements [14] is motivated by
aberration correction, suitability in off-axis geometries, applica-
bility to semi-transparent optical combining, and compact and
light packaging requirements. The disadvantages of holographic
elements include their low efficiency across a broad spectrum.
Ando et al. [84] experimented with a holographic combiner
which can transmit the rays from the scene and reflect a narrow
band of specific wavelengths. The authors used a single HOE
of 4” x 5” size and recorded two beams incident at 30 deg, one
for each eye, in order to generate the necessary parallax per eye
from a single HOE. A He—Ne laser (632.8 nm) was used in the
recording process and a semiconductor laser (635 nm) was used
in the reconstruction process. Finally, the use of volume holo-
gram written in the UV part of the spectrum but replayed in
the visible part of the spectrum were explored towards use in
HWDs [93]. The promise is more efficiency as compared to sur-
face holograms.

VI. APPLICATIONS OF HWDs: Low FOV DESIGNS
(< 40 deg)

“Wearable computing allows graphics and text to be
associated with physical objects and locations. Through
overlay displays, the user can concentrate on the task
instead of constantly looking down as is the case with
notebook computers or pen-based systems. Techniques
are available to sense what object the user is looking at,
the computer may deduce the user’s intention and update
the display automatically.” [78]
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Spitzer. Eyeglass Display Lens System Em-
ploying Off-Axis Optical Design.
US 6,353,503
Mar. 5, 2002

(a)

Mann. Wearable Camera
System With Viewfinder Means.
US 6,307,526
Oct. 23, 2001

(e)

Pekar. Vision enhancing system.
US 4,704,000
Nov. 3, 1987
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TABLE 11
Low FIELD-OF-VIEW DESIGNS (< 40 deg)

Bettinger. Spectacle-mounted
ocular display apparatus.
US 4,806,011
Feb. 21, 1989

Hoshi et al. Off-axial HMD optical

system consisting of aspherical sur-

faces without rotational symmetry.
In Proc. of SPIE Vol. 2653

Perera. Display Projection Optical System
for Spectacles or Sunglasses.
US 4,867,551
Sep. 19, 1989

Relay Lenses.

(b)

FIG. 2

Kuriyama. Image(‘bisplay Apparatus
US 6,081,304
Jun. 27, 2000

1

Geist. Head-mounted virtual display
apparatus with near-eye deflecting element
in the peripheral field-of-view.

US 6, 771,423
Aug. 3, 2004

Amafuji. Head Mounted Display Device.
US 6,359,602
Sep. 19, 2002

(h)

(g)

Togino. Prosm Optical System. Furness. Display System for a Head Holakovszky. Stereoscopic video

US 5,991,103 Mounted Viewing Transparency. image display appliance wear-
Nov. 23, 1999 US 5,162,828 able on head like spectacles.
Nov. 10, 1982 US 5,129,716
Jul. 14, 1992
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TABLE 1I (Continued)
Low FIELD-OF-VIEW DESIGNS (< 40 deg)

Iba. Image Observation Device.
US 5,384,654
Jan. 24, 1995

(m)

Lacroix. Device for the Display
of Simulated Images for Helmets.
US 5,184,250
Feb. 2, 1993

@

Takeyama. Observation optical system.
US 6,710,902
Mar. 23, 2004

)

Kubik. Headwear-mounted
Periscopis Display Device.
US 4,753,514
Jun. 28, 1993

()

Kasai. A Forgettable Near-Eye Display.
ISWC 2000

LED Condenser Lens
LCD
Incident surface P1

Surface P3

HOE

(s)

Song. Wearable display system.
US 6,882,479
Apr. 19, 2005

Ferrin. Headgear Display System
Using Off-axis Image Sources.
US 5,576,887
Nov. 19, 1996

LA
\-\\{\}\\\,.

TR
=

Bosserman. Toric reflector display.
US 4,026,641
May 31, 1977

®

Robinson. Video headset.
US 5,696,521
Dec. 9, 1997

2

Lippert. Visor Display with
Fiber Optic Faceplate Correction.
US 5,309,169
May 3, 1994

Nagaoka. Light weight head
mounted image display device.
US 6,697,200
Feb. 24, 2004

3

(u)

Fritz. Head mounted display
using mangin mirror combiner.
US 5,838,490
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TABLE III
MID-FOV DESIGNS (BETWEEN 40 AND 60 DEG)

Chen. Helmet visor display em-
ploying reflective, refractive and

Chen. Wide spectral bandwidth
virtual image display system.

diffractive optical components US 5,436,763
US 5,526,183 Jul. 25, 1995
Jun. 11, 1996

IMAGE
GENERATOR

()

Togino. Visual display apparatus Becker. Head Mounted Display for

US 5,436,765 Minian Video Display System.
Jul. 25, 1995 US 5,003,300
Mar. 26, 1991

®
(e)

Several researchers are exploring the applications of HWDs
in various fields. To date, HWDs have been used in applications
such as supporting human memory [141], [153], future machine
tools [143], factory automation [142], computer-supported col-
laborative work [144], personal imaging [145], telemedicine
[146], urban environment guides [147], remote collaboration
[148], computer games [149], [150], [156], archeological
sites [151], [157], astronaut extravehicular activity [152], and
medical applications [155]. A survey of augmented reality
technology between 1997 and 2001, containing information on
displays, new tracking sensors and applications, calibration and
autocalibration, interfaces and visualization components and
application can be found in [161].

Even though the markets might be driven initially by vertical
applications, such as training, maintenance, manufacturing, and
medical, we believe that it is the more horizontal adoption that
will embed HWDs into societies around the world. In this low
FOV regime, most of the HWD applications are expected to
target mobile users. As the Lagrange invariant is relatively low

Chen. Ultra-wide field of Takeyama. Image display apparatus.

view, broad spectral band US 6,342,871
visor display optical system. Jan. 29, 2002
US 5,499,139
Mar. 12, 1996

()

(©

Erfle. Ocular.
US 1,478,704
Dec. 25, 1923

(€]

compared to regimes with higher FOVs [63], the designs are
likely to have a lower element count leading to potentially wear-
able, compact and lightweight displays with acceptable image
quality.

Table I presents a collection of optical designs reasonably rep-
resentative of HWDs in the low FOV regime that aim to fit to
the eyeglass formfactor. In terms of the number of elements,
designs fall between anywhere from one and six elements. Ma-
jority of these designs are within the one to three element(s)
range, and laid out in off-axis geometries. Off-axis geometries
can be desirable for conforming to the shape of the human head.
All of the designs shown in Table II are catadioptric, except one
HWD which makes use of a holographic element. An important
metric is the value of the MTF at the Nyquist cut-off frequency
given as 1/(2 * pixel spacing). Typically a designer would aim
at an as-built MTF value of 20% at the Nyquist cut-off fre-
quency. The as-built MTF accounts for degradations imposed
by optical and optomechanical tolerances. The spatial frequency
corresponding to 50% MTF value is typically selected to ana-
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Fig. 5. Canon video seethrough system. (Adapted from [159]).

lyze the robustness of the system to tolerances. Tolerances are
determined by typically allowing an overall drop in MTF per-
formance of less than 15%. Another metric that can differen-
tiate these designs is the required number of compensators (i.e.,
adjustable groups or elements at system assembly) required to
meet the as-built MTF specification. If a design is sensitive to
positioning during the assembly phase, it will impose tight toler-
ances and additional optomechanical mechanisms will be nec-
essary which add to the volume, weight and complexity of the
overall design. It is desirable to have loose tolerances which
allow for simpler optomechanical arrangements.

VII. APPLICATIONS OF HWDS: MID-FOV DESIGNS
(BETWEEN 40 AND 60 DEG)

In this regime, example applications target scientific visu-
alization, simulation and training, and medical training [160].
Table III provides seven designs each having between 40- and
60-deg FOV.

The Canon Mixed Reality Laboratory has developed a hy-
brid HWD with a camera that is able to record the FOV the user
is looking at and can operate in see-through mode simultane-
ously. The freeform prism designed by Yamazaki et al.[159]
successfully folds the optical path in a compact package. The
optical layout one of the prototypes is shown in Fig. 5. The
“COASTAR” HWD has a 60-deg diagonal FOV, 12-mm exit
pupil diameter, 20-mm eye relief. The total thickness of the
prism was reported to be 17.9 mm. The image plane was placed
at 2 m.

VIII. APPLICATIONS OF HWDs: WIDE FOV DESIGNS
(> 60 deg)

Wide FOV designs are potentially applicable for applications
requiring immersion such as simulation and training and com-
puter games.

Buchroeder [158] designed a 48.5 degx 56.5 deg per eye with
a 15-deg overlap and achieved a 102-deg image. The design is
reported to have a 12-mm exit pupil and 55-mm eye relief. In
terms of collimation, divergence is 15 arcmins, divergence is 40
arcmins and convergence is 25 arcmins. Distortion of the design
was specified to be +1%. Color correction across 486-656 nm
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Fig. 6. Visually coupled airborne systems simulator (VCASS). (Adapted from
[158]).

Fig. 7. Example rotationally symmetric high-FOV system. (Adapted from
[39D).

was reported to be less than 1 arcmins for axial color and less
than 3 arcmins for lateral color. The final design is an achro-
matized version of the layout shown in Fig. 6. The fiber optic
faceplate shown in Fig. 6 was eliminated in the final design in
exchange of a field flattening single lens element.

A classic and compact design in this regime is the Pancake
window [110]. In the original system a single curved, spher-
ical beamsplitting mirror was used as the image-forming el-
ement. More compact Pancake windows have since been de-
signed using holographic combiners. The Pancake window is
based on polarization optics and the original version has a very
low light throughput at about 1%. Using cholesteric liquid crys-
tals, the light throughput of the original Pancake window has
been improved to 20% [111]. The HWDs, based on cholesteric
liquid crystal type Pancake windows, have been built in tiled
configurations, providing an FOV about 100 deg horizontal by
30 deg vertical. Later versions of the tiled Pancake windows are
reported to reach fields of view of about 50 deg by 150 deg with
4 arcmins resolution [33].

Using nodal aberration theory, one can predict that the astig-
matism and coma from the tilted combiner can be corrected by a
rotationally symmetric, but tilted, optical system. This idea was
employed in the system shown in Fig. 7 to achieve a high FOV
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Fig. 8. An example wide field of view system (120° x 67°).

(100° x 50°) rotationally symmetric system with a 50-mm eye
relief and a 15-mm exit pupil size. Rotational symmetry leads
to ease of fabrication. Writings of Thompson [40] and Rodgers
[11] provide fundamentals towards understanding nodal aberra-
tion theory and its application to tilted and decentered systems.

Rodgers [108] discusses the benefits of using freeform sur-
faces in order to reduce astigmatism from oblique rays. Astig-
matism will be reduced dramatically, for example, for a single
surface, broken into local patches, in the case where each patch
is symmetric from the point of view of the chief ray of the beam
hitting the patch. As ray-trace codes adopt tools and metrics to
evaluate the degree of difficulty for manufacturing a surface, we
can expect the newer HWD designs to utilize more free-form
optics. The magnitude of the sag of a non-rotationally sym-
metric surface has been proposed as a metric to quantify the de-
gree of fabrication difficulty [109]. The authors note that each
process would have a unique cost function, thus, until general
and flexible metrics are in place characterizing different pro-
cesses, the authors chose not to implement this single metric in
their ray-trace code for the time being.

Huxford designed a 120° x 67° FOV display for a low-cost
driving simulation application [80]. The system has a 15-mm
eye relief, 20-mm exit pupil, < 0.25% distortion, +4 D focus
adjustment, and a pixel-limited resolution of less than 4 arcmin-
utes. The optical layout of this system is shown in Fig. 8. Hux-
ford was using an FLCOS as the microdisplay. However, this is
compensated for in the relay lenses. The eyepiece in this design
was based on the Pancake window.

The polarizers in the system were utilizing wire-grid tech-
nology. The eyepiece had > 27% distortion. In order to achieve
50-1p/mm resolution across the FOV and the weight target, the
author was using a combination of plastic and glass materials.
The relay is composed of six lenses, four polymer lenses each
having an aspherical surface and two glass lenses with spher-
ical surfaces. The strong aspheres close to the screen help with
distortion correction. The authors also designed an all polymer

relay and they report that the hybrid relay performed 33% better
in terms of the transverse color correction.

IX. CONCLUSION AND FUTURE RESEARCH DIRECTIONS

We presented a review of state-of-the-art HWD design,
focusing on the optical engineering and human perception
aspects. Based on the complexity trade-offs of such designs,
HWDs should be tailored for each application. A key difference
in the optical design of HWDs compared to other areas of
optical design is that imperfections can be tolerated (e.g., HWD
design does not aim for diffraction-limited designs), within
the aberration tolerances of the eye and perhaps even more as
needed by the application requirements.

From the users perspective, we summarized important param-
eters such as the FOV, microdisplays, luminance and contrast,
tradeoffs in HWDs, modes of operation followed by a summary
of the human visual system parameters related to HWDs. From
the optical designers perspective, we surveyed only a subset of
all suitable and possible designs. Most practicing optical de-
signers would use references compiling several optical system
designs or commercially available electronic patent databases
as a starting point for their design.

Generalized criteria and tools in the form of ray-trace code
macros are available that allow for assessing HWDs in visual
space. Suggested criteria for visual assessment include the
modulation transfer function in cycles/arcminute, astigmatism
in both diopters and arcminutes, shift in accommodation in
diopters and the transverse color smear in arcminutes [68], [95].

We believe that there are opportunities for research in terms of
refining models for depth perception in HWDs. Current models
have assumed planes mapping to planes and have defined zero
disparity based on the image plane of the microdisplay as op-
posed to the geometric or perceptual horopter. We should note
other factors such as the viewing distance (i.e, distance scaling
of disparity information) and how context affects depth percep-
tion. The consequences of these assumptions need to be assessed



CAKMAKCI AND ROLLAND: HEAD-WORN DISPLAYS: A REVIEW

in detail which will be critical for applications having accu-
rate depth perception requirements. Future perception studies on
binocular rivalry in see-through monocular displays would en-
rich the literature improving our understanding of these devices.
Further foreseeable opportunities in HWD design include the
development of multi-focal plane capability, eye-tracking inte-
gration, application of micro-lenslet arrays to illumination [94],
and compact optical designs that support mutual occlusion.
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