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ABSTRACT 
Virtual environments (VEs) allow the development of promising 
tools in several application domains. In medical training, the 
learning potential of VE is significantly amplified by the capability 
of the tools to present 3D deformable models in real-time. This 
paper presents a distributed software architecture that allows 
visualization of a 3D deformable lungs model superimposed on a 
human patient simulator at several remote trainee locations. The 
paper presents the integration of deformable 3D anatomical models 
in a distributed software architecture targeted towards medical 
prognostics and training, as well as the assessment of the shared 
state consistency across multiple users. The results of the 
assessment prove that with delay compensation, the distributed 
interactive VE prototype achieves high levels of shared state 
consistency. 
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1. INTRODUCTION 
Virtual Environments (VE) allow the development of promising 
tools in several application domains from design and 
manufacturing [33] to medical applications [12, 28]. This paper 
focuses on distributed medical applications. Specifically, we 
present the design and integration of deformable 3D anatomical 
models in a distributed, interactive VE targeted towards medical 
training and simulation.  
 
The distributed simulation capability can substantially facilitate 
experts' interactions, especially during quick-response conditions 
such as medical emergencies [30], and has the potential to become 
an efficient medical training tool. The deformable 3D models 
combined with remote interactivity have the potential to enhance 
training effectiveness, allowing participants to perform various 
complex medical procedures with frequent exposure to the 
techniques and without the cost of traveling. We anticipate the 
diffusion of the simulation techniques presented in this work to 
many other application domains.  
 
 
 
 
 
 
 

The paper is structured as follows. Section two presents related 
work regarding deformable 3D models as well as several related 
research efforts in distributed interactive VEs. Section three 
summarizes the approach used for 3D model deformation and 
provides an application domain analysis. It then introduces the 
deformation distribution and the consistency maintenance approach. 
Section four illustrates the prototype implementation and the 
experimental setup. Experimental results and preliminary 
assessments are presented in section five, followed by discussions, 
conclusions, and future work in section six. 
 
2. RELATED WORK 
We first acknowledge the most significant physically-based 
deformation techniques followed by a brief review of shared state 
consistency management in distributed interactive systems. 
 
2.1 Deformable Models 
Physically-based deformation has been applied in areas ranging 
from animation to surgical simulation.  Initial models for such 
deformations were pioneered by [29]. These models represent the 
mechanics of deformation as a second-order differential equation 
of the position change for a vertex in a 3D model. The approach 
was further modified to simulate plasticity and fractures by [29], 
and the differential equations were replaced by a first-order linear 
equation to simulate complex deformations [9] with high 
computational complexity. Some of the improvements that lowered 
the computational complexity were focused on either decimating 
the 3D model or simplifying the equations' complexity. Graph 
simplification algorithms [7] and matrix simplification methods [4] 
were combined using multi-resolution wavelets [17]. 
 
Of particular importance to real-time simulation is the linearization 
of deformations. Early work used iterative solutions for the first-
order differential equation of deformation [32]. Iterative methods 
were further investigated in [2]. Once the deformation is computed 
for a given force, it is linearly scaled for any force that deforms the 
object. This fact, combined with the previously mentioned 
approaches, suggested a possible simplification of deformation 
computation for real-time simulations. The previous methods were 
still computationally expensive for complex deformations. The 
deformations' non-linearity occurred especially for large and 
complex deformations. The methods proposed for compensation 
[34] did not allow any pre-computation. 
 
Another technique to simulate deformations is to represent the 
change in shape in terms of a set of basis functions.  Early work in 
this direction can be found in [4, 6]. A Green’s function is used to 

 



represent the required basis functions. Interactivity was enhanced 
by smooth interpolation among a set of pre-computed deformations.   
 
A clear trade-off exists between the computational complexity and 
the deformation accuracy representation. For distributed VEs, the 
problem is further aggravated by the communication latency that 
leads to an inconsistent shared state among remote participants, as 
further discussed. 
 
2.2 Distributed Interactive Simulations 
In distributed interactive simulations the interactions and 
information exchanges generate a state referred to as the dynamic 
shared state that has to remain consistent for all participants at all 
sites. The interactive and dynamic nature of a distributed 
simulation is constrained by the communication latency.   
 
One of the first and most intensive efforts in building a distributed 
interactive simulation was the SIMNET project started in 1983 [20] 
followed by the Naval Postgraduate School's NPSNet [35]. Since 
then a number of consistency maintenance techniques have been 
employed in distributed VEs and the research efforts can be 
grouped in four categories. The first category consists of 
approaches to optimize the communication protocol through packet 
compression and packet aggregation.  The second category 
includes data visibility management, which makes use of area of 
interest management [11] and multicasting  [18] and is focused on 
reducing the bandwidth throughout the system. Taking advantage 
of the human perceptual limitations, like visual and temporal 
perception, [27] constitutes the third category. The fourth category 
investigates systems' architecture [14]. 
 
While the visualization of 3D deformable models for medical 
training may be done in fully immersive environments, we belive 
that augmented reality (AR) systems offer advantages. AR systems 
were proposed in the mid '90s as tools to assist different fields: 
medicine [10], complex assembly labeling [5], and construction 
labeling [31]. With advances in computer graphics, tracking 
systems, and 3D displays, the research community has shifted 
attention to distributed collaborative environments that use 
extensively the AR paradigm [3, 26]. To our knowledge, none of 
these AR distributed environments use high-resolution real-time 
deformable 3D models.   
 
3. A DISTRIBUTED AR TRAINING TOOL 
We present a distributed interactive tool aimed at medical training 
that allows visualization of deformable 3D medical models. Within 
the system, the AR component takes place at each distributed site, 
however, in different ways. At the trainer's site, the trainer and 
other potential trainees can see each other as well as the 3D lungs 
model augmenting their office space. At the trainee site, the 
participants can see the 3D lungs model superimposed on a Human 
Patient Simulator (HPS). We have presented an early integration of 
such a unique software/hardware system in [21].  
 
The distributed interactive AR medical training system was 
developed around the following simple scenario; A HPS is used as 
an accident victim with several facial, neck and shoulder abrasions 
and multiple broken ribs.  A student (the trainee) in a practice 
intensive care unit is responsible for stabilizing the patient, while 
the instructor (the trainer) located in his office observes the 
procedure and changes the simulations parameters (e.g. breathing 
rate, tidal volume). The instructor may simultaneously train several 
students performing live saving procedures on different HPSs.   
 

All users wear lightweight head-mounted displays (HMDs) [19] 
(Figure 1) optimized for near field visualization (i.e. 1 meter) as 
required while working with the HPS. 
 

 
Figure 1.  Lightweight (i.e. <600g) HMD. 

 
The instructor(s) and other trainee(s) wear similar HMDs in the 
instructor's office and are able to visualize the 3D lungs model 
while seeing and interacting with each other in a natural way as 
illustrated in Figure 2a.  Moreover, the instructor(s) and local 
trainee(s) are able to change the simulation parameters of the 
deformable lungs such that one or more remote trainees shown in 
Figure 2b are exposed to different medical emergency scenarios.  
 

                            (a)                                        (b) 
Figure 2. (a) Trainer and a trainee interacting with 3D models 
and (b) Remote trainee performing a medical procedure where 

the dynamic parameters of the models are created by the 
participants in (a). 

 

The remote students interacting with the HPS can see the changes 
in the lungs behavior and will adopt different procedures on the 
simulator in order to stabilize the patient. As the trainee interacts 
with the HPS s/he triggers changes in the lungs behavior. These 
changes are visualized immediately in the deformable lungs model 
that augments the trainer's office. Such a training tool has the 
potential to: 
1. Simultaneously train local and remotely located students. 
2. Allow students to actually "see" and therefore better 

understand their actions on the HPS which affect the behavior 
of the deformable lungs model. 

3. Allow an instructor to change the simulation parameters of the 
deformable lungs and practice different emergency scenarios 
(e.g. lungs collapse, different ventilatory patterns). 

 
3.1. Deformable Lungs Model  
It is beyond the scope of this paper to provide a detailed 
physiologically-based working of the lungs and detail the 
algorithms for deformation; the details of the mathematical 
methods and algorithms have been reported elsewhere [25] [22-24] 
however the main principles, assumptions, and methods are now 
summarized. 
 
The steps to model the deformation involve computing the total 
volume of air that is inside the lungs during breathing as a function 
of the change in pressure inside the lungs, followed by the 
computation of the local deformation of the external surface of the 
lungs caused by the regional expansion of the alveoli. We may 
regard the 3D model as a polygonal or a wired mesh model. The 
main objective of the deformation computation in this scenario is 
to model elastic deformations caused by an increase or a decrease 
in the lungs volume and represent them as a deformable model.  
Air "flowing" into the model, generates a force upon each vertex. 

 



The forces applied at each vertex of the mesh get transferred, in 
part, to their neighbors based on the local elasticity of the lung 
tissue.  Each vertex has an associated attribute that represents the 
local elasticity and the connectivity to other nodes. This attribute 
sets the amount of force that is transferred in part to each vertex's 
neighbors. The detailed algorithm for forces distribution is 
presented in [25]. 
 
The framework to deform the lungs consists of two software 
components: a driver and a deformer.  The driver controls the 
volume of the lungs for a particular atmospheric, intra-alveoli, 
elastic recoil (i.e. associated with the lung tissue), and intra-pleural 
(i.e. pressure between the thoracic cage and the outer layer of 
lungs) pressure, while the deformer controls the shape of the lungs 
for a given volume and the local properties of the alveoli.   
 
3.2 Application Domain Analysis 
A well designed distributed interactive system accounts for the 
transmission delays of participant actions and provides real-time 
response. Participants make their judgments and react based on the 
situation presented to them by the human-computer interfaces.  The 
graphical user interface (GUI) available for the instructor allows 
changes in the lungs dynamics simulation parameters such as 
breathing rate and tidal volume. The interactive and dynamic 
nature of the distributed environment is constrained by latency. 
 
We perform a brief application domain analysis. The 
corresponding upshot frequency (ν0), defined in Eq.1 allows us to 
estimate the capability of the distributed infrastructure where the 
application will be deployed [16]. In Eq.1, txy represents the 
average communication delay between two participants (i.e. 
distributed system nodes).  

xyt
 actionν 1

0 =           (1) 

 
The average action frequency (νk) defined in equation (2) is 
dependent on the instructor's interaction on the virtual model. In 
this equation, m represents the number of virtual models affected 
by the interaction. In the proposed training tool there is one virtual 
model, the deformable lungs model (i.e. m=1). bjk represents the 
number of actions (i.e. change in the simulation parameters) 
applied by participant k (i.e. the instructor) on the object j (i.e. the 
virtual lungs model) over a time interval ∆t.  
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Based on the infrastructure communication latency, the distributed 
interactive application falls in the category where the average 
action frequency is less than the upshot frequency, (νk< ν0) as 
discussed in the implementation Section 4. 
 
3.3 The Deformation Distribution 
To drive the deformation simulation remotely, we have 
investigated three alternatives. The first approach is a frequent state 
regeneration, in which we send the value of the lungs volume for 
each step of the deformation. In the second approach, we aim to 
reduce the number of packets sent between nodes, since the input 
parameters for the driver can be merged into a packet. The 
components of the packet are the input parameters for the lungs 
deformation driver, which relate the intra-pleural pressure and the 
lung volume during breathing. The input parameters are the 
boundary values of the pressure and volume, and a set of floating 

point values referred to as control constants. The boundary values 
for volume are the Functional Residual Capacity (FRC) (i.e. the 
volume of air that remains in the lungs after expiration) and Tidal 
Volume (TV) (i.e. the maximum volume of air that enters the lung 
upon inspiration). PR is the maximum pressure value. During one 
breadth, the pressure varies from a minimum constant value to PR. 
The control constants (CP0...CPN) are multipliers for the parametric 
basis function that models the neural control relating the increase 
in the lungs volume with the pressure. The total number of control 
constants (N) varies from 3 to 9.  The format of the packet is given 
in Figure 3. 
  
 
 

 
Figure 3. Components of a Control Packet Object 

FRC     TV       PR         N         CP0 … CPN 

 
In the third approach, to compensate for the communication 
latency, we combine the distributed application with an adaptive 
delay measurement algorithm [15] that computes the delay 
between each pair of nodes that interact. To reduce the 
transmission delays and to improve consistency, the dimension of 
the data packets exchanged as well as the number of messages 
exchanged among participants is kept to a minimum using a dead- 
reckoning approach.  
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Figure 4. Software layers 

 
Figure 4 describes the overall architecture of the distributed tool. 
The Control Package Object (CPO) encapsulates the data that has 
to be distributed among different participants. 
 
The network delay compensation uses an adaptive approach to 
compute the delay between two participants. The latency 
measurement frequency increases when the delay varies abruptly 
following the network jitter pattern as illustrated in Figure 5. We 
adaptively trigger the round trip measurements for each node, 
based on the delay history, which better characterizes the network 
jitter and the application behavior.  A fixed threshold is initially 
used at each participant node to build the delay history denoted Hp. 
The delay history is a sequence of p delay measurements hi where 
i=1,p. In the implementation we have chosen p equal to 100, 
although higher values can be used based on the infrastructure 
setup.  
 

Figure 5. Adaptive delay measurements 
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4. PROTOTYPE IMPLEMENTATION 
We have implemented a prototype distributed AR training tool 
using Linux based desktops with NVidia GeForce4 based GPUs, 
first in a two node setup. To superimpose the virtual model of the 
lungs on the human patient simulator we have used a least-squares 
pose estimation algorithm [1] and a predefined set of markers [13]. 
 
At the client side we have superimposed the deformable model on 
the HPS using a PolarisTM infrared optical system from Northern 
Digital, Inc. The user’s head pose is updated at a rate of 60 Hz.  
The update cycle is combined with the deformation rendering cycle 
to obtain an average display rate of 25 Frames per Second. 
 
The deformable 3D lungs model shown in Figure 6 was 
implemented using OpenGL with Cg2.0 graphics hardware 
programming. For data distribution we have used the DARE 
(Distributed Artificial/Augmented Reality Environment) 
communication library (see http://odalab.ucf.edu/dare). 
 

 
Figure 6. High resolution 3D deformable lungs model 

 
Figure 7b shows a camera view of the superimposition of the 
deformable 3D lungs model on the HPS. The augmentation was 
filmed with a digital camera through the HMD. 
 

 
Figure 7. (a) Trainee and (b) trainee's augmented view filmed 

with a camera placed in place of one eye behind the HMD. 
 

 

We performed three sets of experiments to compare the 
deformation distribution approaches. In the first set, we used the 
frequent state regeneration approach. The value of the lungs 
volume was frequently broadcasted to each participant and drove 
the deformation of the lungs at each site. A normal breathing cycle 
was divided into 300 steps and took around 9 seconds. The average 
action frequency induced by the server was νk = 300/9 = 33.33 
(actions/second).  
 
In the second set of experiments, we optimized the data distribution 
by reducing the number of packets, i.e. for each change in the 
simulation parameters, a CPO packet was sent that contains the 
simulation parameters (see Section 3.3). We refer to this method as 
the CPO based updates method. Once the packet was received, 
each node knew how to drive its own lungs deformation simulation 
up to the point the simulation parameters were changed.  When the 
change occurred (triggered by the participants) another CPO was 
broadcasted to the other nodes. The action frequency was limited 
by the fact that the human-computer response time included 
perceptual, cognitive, and motor cycle times which can add up to 
an average of 240ms [8]. In other words the average action 
frequency induced by the participant was νk = 1/0.24 ≈4 
(actions/second). 

In the third approach we combined the CPO update method with 
the delay compensation algorithm to improve the consistency of 
the shared state, allowing all participants (local and remote) to see 
the same lungs deformation state at the same time. All the 
experiments were executed on a 100Mbps local area network 
having an average round trip time of 1ms. The upshot frequency in 
this case was ν0 = 1/0.001 = 1000 (actions/second).  We have 
simulated additional delays of 5, 10, 20, 30, 40 and 50 ms to study 
the behavior of the AR system under various delay conditions.  
 
5. RESULTS, PRELIMINARY ASSESSMENT 
To assess the consistency level of the deformation between a client 
node (i.e. trainee's AR view) and the server node (i.e. trainer's AR 
view), the normalized breathing volume of the deformable lungs 
and a time stamp were recorded at each node. Before the 
experiments, we synchronized the internal clocks on the distributed 
system nodes in within 0.8ms accuracy using the network time 
protocol (NTP). Such accurate clock synchronization is possible 
since the nodes are located in the same sub-network and they use 
the same time server for synchronization. Moreover we considered 
the small clock drifts between the nodes up to 0.1ms accuracy 
when we interpreted the results.  
 

5.1 Volume Consistency, Breathing Cycle  
We ran the prototype for fifteen minutes and recorded the 
normalized breathing volume for each breathing cycle. The 
frequent update method deployed on the 1ms network 
infrastructure delayed the deformation of the lungs at the client 
side with respect to the deformation seen at the server side for 
every breathing cycle as illustrated in Figure 8. 
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Figure 8. Frequent update 
 
The CPO updates method reduced the number of packets flowing 
in the network by two orders of magnitude and produced a 
smoother rendering as compared to the frequent updates method. 
The simulation was improved because after the parameters were 
received, rendering proceeded independently at each site and was 
not affected by the network latency. Still without latency 
compensation, the deformation of the lungs at the client side fell 
behind the deformation seen at the server side at every breathing 
cycle, as illustrated in Figure 9. 
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Figure 9. CPO updates no Synchronization 

 



Finally, combining CPO updates with the delay compensation 
method, we obtained a smooth and synchronized view between 
participants, as shown by the normalized breathing volume in 
Figure 10. The normalized breathing volume reached the same 
values over time simultaneously at each node proving that high 
levels of shared state consistency can be achieved. 
 

0

0.2

0.4

0.6

0.8

1

1.2

12298 12300 12302 12304 12306 12308 12310
Time (seconds)

N
or

m
al

iz
ed

 B
re

at
hi

ng
 V

ol
um

e

Client
Server

 
Figure 10. CPO updates with Synchronization 

 
5.2 Latency Effects 
To investigate the effect of latency, we have simulated an increase 
in delay from 1ms to 50ms and we computed the average 
difference (drift) in volume between the server and the client for 
one breathing cycle for each approach. 
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Figure 11. Normalized volume drift variation with delay 
 
As expected, the results in Figure 11 show that the delay 
compensation algorithm has a positive effect on the consistency. 
The normalized breathing volume drift is maintained at low levels 
and remains fairly constant. Without delay compensation the 
normalized breathing volume drift increases almost linearly with 
the increase in the communication delay. 
 
5.3 Preliminary Scalability Assessment 
Figure 12 illustrates the values of the normalized breathing volume 
when three participants use the system. The third approach for data 
distribution was employed (i.e. CPO updates combined with 
synchronization). 
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Figure 12. CPO updates with Synchronization, 3 nodes 

 

The average normalized breathing volume drift per breathing cycle 
was in this case 0.015 as compared with 0.008 in the two nodes 
setup. Such variations are dependent not only of the network 
infrastructure but also on the hardware systems delay. The 
hardware attributes are described in Table 1. 
 

Table 1. Hardware system attributes 
Node no. CPU (GHz) RAM (MB) GPU (GeForce) 
1(server) 2.8 AMD 512 4 Ti4200 
2(client) 1.5  AMD 1024 4 Ti4600 
3(client) 1.7 AMD 1024 4 Ti4600 

 
Results confirm that the drift was almost doubled when we added a 
third node. This increase may be attributed to the difference in 
hardware attributes.  Further experiments will need to be conducted 
to establish whether more nodes will add drift in a similar way and 
how the heterogeneity of the system's nodes affects the simulation. 
Since each node independently renders the deformable 3D lungs 
model, we anticipate a relatively good scalability property. 
 
6. CONCLUSIONS AND FUTURE WORK 
We have presented the integration of a distributed interactive 
training prototype that uses deformable medical models combined 
with the capability for augmented reality. The distribution of 
deformable three-dimensional models at dispersed locations allows 
efficient communication of concepts and generates a vast potential 
for training. 
 
The main assumption is that the distributed system is composed of 
homogeneous nodes i.e. each node has similar rendering and 
communication capabilities. The experiments were performed on a 
low latency network with up to three nodes, one server and two 
clients. We plan to increase the number of users to further test the 
scalability of the training tool and to assess the efficiency of the 
system from the human factors perspective. 
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