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Abstract

Many tracking systems utilize collections of
fiducial markers arranged in rigid configurations,
called tracking probes, to determine the pose of
objects within an environment. In this paper, we
present a technique for designing tracking probes
called the Viewpoints Algorithm. The algorithm is
generally applicable to tracking systems that use at
least three fiduciary marks to determine the pose of
an object. The algorithm is used to create a inte-
grated, head-mounted display tracking probe. The
predicted accuracy of this probe was 0.032 £ 0.02
degrees in orientation and 0.09 &+ 0.07 mm in po-
sition. The measured accuracy of the probe was
0.028 £ 0.01 degrees in orientation and 0.11 +
0.01 mm in position. These results translate to a
predicted, static positional overlay error of a vir-
tual object presented at Im of less than 0.5 mm.
The algorithm is part of a larger framework for de-
signing tracking probes based upon performance
goals and environmental constraints.

1 Introduction

A current technique for tracking in virtual envi-
ronments involves using fiduciary marks, or mark-
ers, to determine the pose of the objects of interest
[18] [14]. These markers can be intrinsic to the
object or placed upon the tracked object. Marker-
based tracking has traditionally implied the use of
optical tracking methods, as they typically provide
the high accuracy required for Augmented Real-
ity applications [2]. We expand the definition of a
marker-based tracking system to include any track-
ing system that uses at least three distinct markers
to determine the position and orientation of the ob-
ject(s) tracked.
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An issue when implementing a marker-based
tracking approach (with external markers) is de-
termining the configuration of the markers upon
the object to be tracked. We refer to the collec-
tion of markers placed on the object to be tracked
as a tracking probe. For tracking the simple mo-
tion of a rigid object with constant curvature (i.e.
sphere), a minimum number of markers placed in
a non-collinear, yet arbitrary fashion is sufficient.
But, tracking applications involving anything more
complex than the previously mentioned qualifica-
tions may require a larger number of markers in
specific locations. For example, accurately track-
ing a translating, rigid cube requires only a min-
imum number of markers on a single side, while
tracking the motion of fingers on a hand will re-
quire a larger number of carefully placed markers.

Another consideration when determining the
configuration of a tracking probe is the range of
motion the probe can undergo and still remain de-
tected by the tracking system. This property is of
increased importance if the tracking system suffers
from line-of-sight issues. We refer to the amount of
rotation a tracking probe can experience yet remain
tracked as its field of regard. The field of regard
for a tracking probe will depend upon the arrange-
ment of the markers, as well as the angular extent
through which individual markers can be rotated
and be detected by the tracker. For active markers,
the rotational extent is quantified by the cone of
emission. For passive markers, the amount of rota-
tion possible will depend upon a variety of factors,
but may still be thought of as a cone of emission.

The concept of field of regard is illustrated in
Figure 1. The large circle represents the object to
be tracked and the black circles represent the mark-
ers. The lines extending from the black dots repre-
sent the extent of the cone of emission. The track-
ing probe is entirely contained within the field of
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view of the tracker, represented by a triangle en-
closing the circles, with the apex at the structure
representing the tracker. Assuming that the probe
can rotate about an axis normal to the plane of the
paper, the arrow in the figure represents the amount
of rotation possible by the probe while the tracker
is still able to detect three markers.

“Field of Regard

Figure 1. The Concept of Field of Re-
gard

A tracking probe may have a larger field of re-
gard if more markers are available for detection by
the tracker. By adding enough markers, a tracking
probe with a 360-degree field of regard in azimuth
and elevation can be created. However, there is of-
ten a practical limitation on the number of markers
that can be added to a tracking probe, whether it is
the physical dimensions of the probe (not enough
space) or the update rate with active markers (more
markers means activation at a higher frequency) or
tracking complexity (the system must distinguish
more markers). In many cases, we wish to con-
strain the number of markers utilized.

In the end, we desire a tracking probe that con-
forms to the object being tracked, provides a large
field of regard, uses a minimum number of mark-
ers, and provides an acceptable level of accuracy
for the chosen application. We therefore intro-
duce a method for configuring tracking probes that
achieves these goals. This technique for determin-
ing the placement of markers when designing a
tracking probe, or marker mapping, is a combina-
tion of ray tracing and an optimization method that
minimizes the number of markers detected from
different regions within the tracking volume. We
refer to the technique as the Viewpoints Algorithm
because optical tracking terms, markers must be
“seen” from different “viewpoints.”

In this paper, we describe the Viewpoints Algo-
rithm for mapping markers on a tracking probe and
its implementation in making an integrated, head-
mounted display (HMD). We then present the re-
sults of numerical simulations of the performance
of the tracking probe, followed by the experimental
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validation of the simulation results. Lastly, we dis-
cuss the results obtained and directions for future
work.

2 Related Work

Within the biomechanics literature, there have
been numerous efforts on how to place markers
for optimal pose estimation. Techniques have been
devised that address some of the problems associ-
ated with accurately tracking anatomical motion in
a marker-based tracking system [15] [3] [1]. The
work in this realm has extended to techniques for
motion capture that use optimization [10]. How-
ever, these efforts are mostly focused on where to
place markers to limit or correct the amount of rel-
ative motion between markers.

For rigid tracking probes, Morris and Donath
quantified the cumulative effects of multiple er-
ror sources, including the effects of dynamic tar-
get array deformation errors [13]. Based upon the
work presented in [19], a modified maximum er-
ror statistic was presented for determining the pose
error for a given tracking probe configuration.

Davis, et al examined the use of global opti-
mization techniques for placing markers on a track-
ing probe to obtain a 360-degree field of regard
tracking probe [6]. The method used simulated
annealing to minimize a cost function based upon
the distance between neighboring markers on the
probe [12] [7]. This was one of the first attempts at
providing a formalized method for designing track-
ing probes to meet the requirements for a specific
application.

Similarly, Vogt et al implemented a method for
designing tracking probes using a Monte Carlo
simulation technique [17]. The design method-
ology minimized the jitter error associated with
the tracking probe, using the probe radius, marker
heights, and number of markers as input variables.
Because Tsai’s calibration technique [16] was uti-
lized to determine the pose of the tracking probe,
the method required probe topologies with at least
seven, simultaneously detected markers.

More recently, Davis et al proposed a method
for predicting static errors in pose for any given
tracking probe configuration [5]. The method used
a first-order error propagation technique to apply
the errors from the position estimates of individ-
ual markers to the overall pose estimation. In this
work, the authors were able to predict the per-
formance of a semi-spherical tracking probe and
hinted at general trends for probe design.

The work presented in this paper is a significant
extension of the research presented in [9] and [5].
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Specifically, we provide a technique for marker
placement that can be customized to user-specific
requirements. Indeed, the ability to predict the ac-
curacy of a given probe design and to adjust the de-
sign in a regimented manner are key components
for a formalized framework for designing and as-
sessing tracking probes.

3 The Viewpoints Algorithm

We now present the details of the Viewpoints
Algorithm. The Viewpoints Algorithm is based
upon ray tracing fundamentals with additional con-
straints for marker detection and field of regard
[8]. The algorithm assumes that the markers uti-
lized are external to the object to be tracked. We
also assume that the cone of emission (as defined
in Section One) for either passive or active mark-
ers is known and that the probe is entirely within
the working volume of the tracker. In addition, we
assume that a 3D triangular model of the object to
be tracked exists.

In general, marker-based trackers must detect
at least three markers to determine the pose of a
tracked object. Therefore, we attempt to place
markers upon an object to meet this requirement.
From the perspective of the tracker, the markers
are detected or “in view”. Knowing the point of
origin and the extent of the tracking volume, i.e.,
the tracker “view”, we can reverse the problem; in-
stead of placing many markers on the object to con-
form to one “view”, we could place many “views”
around the object and determine where to place a
marker. We can achieve this reversal by using the
3D model of the object and placing it at the cen-
ter of an intermediary sphere. The sphere would
then have the “views”, which we call virtual view-
points (or just viewpoints), represented by points
optimally distributed on its surface using a global
optimization technique [6] or distributed accord-
ing the desired field of regard. For example, if a
180-degree field of regard was desired, viewpoints
could be equally spaced on the surface of the inter-
mediary sphere across a solid angle of 180 degrees.

By counting the number of times a polygon is
“seen” by one of the virtual viewpoints, we can
determine the optimal placement of markers. The
centers of the polygons that are “seen” most often
are chosen to become the marker locations.

To create a tracking probe using the viewpoints
algorithm, we start by distributing the viewpoints
on the intermediary sphere surrounding the 3D
model of the object. The intermediary sphere has a
radius that is twice the maximum distance between
two vertices in the triangular mesh of the 3D model

to ensure enclosure. For each viewpoint, we then
determine whether a marker placed on any of the
triangles in the 3D model could be “seen” by the
viewpoint. The determination is based upon the
angle between each triangle normal and the vector
from the center of the triangle to the viewpoint in
question. If the angle is less than half of the field
of emission of a marker, then the triangle can be
“seen” and the number of viewpoints that can “see”

Start ViewPoint
Algorithm

START
CreateTriangleList,

Translate vertices to
centroid

l

Compute normal
and centroids for
each triangle

Set K = number of
markers to be detected
from each Viewpoint

Read
Viewpoints
from file

Create the
ViewpointList

Write vertices,
normals,
centroids to
TriangleList

Read Vertices
and Indices
from object file

RETURN

Create
TriangleList

as each Viewpoinf
seen K LEDs ?

YES STOP

NO
v

Update
TriangleList

Figure 2. The Viewpoints Algorithm

the triangle is incremented by one. This test is ap-
plied to all the triangles in the model with respect
to the same viewpoint. The process of testing for
triangles which can be “seen” is repeated for all
viewpoints on the intermediary sphere. Once all
the viewpoints have been tested, the triangle which
has the highest viewpoint count is selected as a fi-
nal marker location and is removed from further
consideration. The marker is mapped at the center
of gravity of the triangle, although any point within
the triangle will satisfy the “visibility” constraint.
Each viewpoint that can “see” this triangle also has
its marker count incremented. Once a viewpoint
can “see” K triangles (its marker count equals K),
it is removed from consideration also. The pro-
cess for determining how many triangles are seen
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by the viewpoints is continued until all viewpoints
“see” K triangles. The final marker mapping is
then saved and used for further analysis.

A potential problem with the Viewpoints Algo-
rithm exists when dealing with complex objects,
that is, objects with cavities or objects that can-
not be defined by simple mathematical functions
or simple parametric equations. For example, if
we were trying to map markers on a 3D “U,” there
would be triangles that satisfy the “seen” require-
ment due to their normals, but would be “hidden”
because they were located on a part of the “U” that
was obscured by another portion of the letter. This
is the situation that occurs if one imagines holding
the “U” upright in one’s hand, rotating it 90 de-
grees to the right, and trying to view the inner por-
tion of the “U.” The solution to this problem lies
in using the parametric equation of the line pass-
ing from the viewpoint through the center of the
triangle being considered. Once we have deter-
mined that a triangle can be “seen” by the view-
point, we check to see if the line intersects any
other triangles. If intersections occur beyond the
first triangle, we check the angle criteria for each
additional triangle intersected by the line. If we de-
termine that the additional triangles pass the “visi-
bility” test, we determine the point of intersection
of the line for these triangles. We then substitute
the intersection points for each of the “visible” tri-
angles that intersect the line (including the trian-
gle we started with) into the parametric equation
and solve for the linear parameter. The intersec-
tion point that gives the smallest linear parameter
is inside the triangle that is closest to the view-
point, and, therefore, the triangle that is actually
“seen.” The other triangles that gave false “visibil-
ity” tests are removed from further consideration
for the given viewpoint. Flowcharts illustrating the
virtual viewpoint algorithm and the method for up-
dating the number of times a triangle is “seen” are
given in Figures 2 and 3, respectively.

The benefits of the Viewpoints Algorithm are
threefold. First, this algorithm minimizes the num-
ber of markers used for the tracking probe. Sec-
ond, it guarantees that at least K markers are visi-
ble from each viewpoint, where K is the minimum
number of markers that are necessary for different
tracking systems. Finally, a tracking probe with
a custom, large field of regard can be created by
increasing the number of viewpoints and arrang-
ing the viewpoints to emphasize a particular direc-
tion (e.g. putting the viewpoints at the front of an
HMD).

The cost function of the Viewpoints Algorithm
maximizes the number of times a triangle is “seen.”
In this sense, the algorithm will minimize the num-
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Figure 3. Detail of the UpdateTriangles
Routine

ber of markers and achieve the desired field of re-
gard. A drawback of the Viewpoints Algorithm,
however, is its sensitivity to the tessellation of the
3D model. For example, a flat surface can be repre-
sented with relatively few polygons, while a com-
plex, curved surface requires many polygons. If
a complex feature on the 3D model is prominent,
then many markers may get mapped in a very small
area when one marker may be sufficient. Thus, a
different mapping algorithm may provide better re-
sults in this case.

The geometry of an integrated head tracking
probe was designed using a 3D model obtained
from CAD data. Using the Viewpoints Algo-
rithm, we placed 11 markers on the front surface
of the HMD. The specific viewpoints were spread
at 45 degree increments on a 90 degree solid-angle
wedge of an intermediary sphere. The final map-
ping of the markers is shown in Figure 4. The
marker locations are the small dots on the shell
of the HMD, while the viewpoints are the white
squares surrounding the shell. The lines from the
squares to the dots indicate markers that are “seen”
from a particular viewpoint.
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Figure 4. VRML Visualization of a Con-
formally Mapped Tracking Probe

4 Simulation of the Tracking Probe

After configuring the markers for a given track-
ing probe, we then seek to simulate the perfor-
mance of the probe. In this manner, we can predict
whether the probe will meet the specification for
accuracy a priori and make adjustments in marker
locations as needed while maintaining constraints
on field of regard and the number of markers.

The simulation of tracking probes models the
pose estimation process. The first step in this pro-
cess is to determine the location of the markers
within the local frame of the tracking probe, xj.
The local marker positions are given by the marker
mapping procedure, the schematics of the proposed
tracking probe, or from user-created data files that
specify a tracking probe. However, these locations
do not have any errors associated with them when
produced by the mapping algorithms. For exam-
ple, the Viewpoints Algorithm uses a 3D model of
an object that is composed of triangles to place the
markers. When a particular triangle has been se-
lected for a marker location, the marker is placed
at the center of gravity of the triangle.

In practice, however, the marker location can
only be approximated, usually to the size of the
corresponding triangle within the 3D model. In ad-
dition, once the markers are placed on the object,
the local coordinate frame may be changed, that
is, recomputed based upon convenience. There-
fore, we must add errors to these local marker lo-
cations to properly simulate the construction of a
tracking probe. The magnitude of the errors can be
determined based upon manufacturing data (if the
probe is already physically constructed) or based
upon the relative size of the triangles used in the
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3D model. The errors in determination of the local
frame, Axy, are simulated by applying zero-mean
Gaussian noise to the coordinates using the follow-
ing procedure:

1. Determine the amount of noise to apply to lo-
cal coordinates.

2. Seed the random number generator.

3. Using three uniform random numbers, de-
termine a normalized noise vector for each
marker.

4. Scale the normalized noise vector magnitude
using a Gaussian random number. The Gaus-
sian distribution used has zero-mean and a
standard deviation equal to the noise amount
chosen in Step 1.

5. Add the noise vectors to local marker loca-
tions.

Once we have simulated the local coordinates,
we simulate the locations of the markers in the
tracker frame of reference, y;. However, we must
know where the probe is to be simulated within
the tracking volume because the accuracy of the
tracker may vary according to the probe location
within the volume. Thus, we apply a rotation,
R and translation, t to the local marker locations
(with noise) to obtain the marker locations with re-
spect to the tracker, also called the global marker
locations. The rotation is specified in a matrix for-
mat, due to the formulation of the noise propa-
gation procedure specified in [5]. Finally, based
upon the accuracy of the tracker in that region, we
add zero-mean Gaussian noise, Ay, to the global
marker locations using the procedure previously
defined for the local marker coordinates.

We now have noisy and noise-free representa-
tions of the probe markers in the global and local
coordinate frames. The next step is to estimate the
amount of pose error. The detailed procedure for
propagating the effects of marker noise to the pose
estimation is described in [5], however we summa-
rize the main results here. The errors on yj, and xy,
are expressed as

— X+ Axy

6]

Xk

Ye — Yi+Ayi .

These errors are then propagated to the pose esti-
mation for the tracking probe. We can express the
overall pose with error as

R.,, ~ ARR 2)
ter'r ~ ot + At 9
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where an equation of the form a ~ b is taken to
mean that a and b are approximately equal to a first
order approximation.

From [5], we know that R = VDUY, with U
and V resulting from the SVD of H, the spatial co-
variance matrix between yj and xj , and D given
by
1 0 0
D=|01 0 . 3)

0 0 det(VUT)
Therefore, to determine AR and At, we must de-
termine how the marker errors affect H, which in

turn is affected by U and V. We propagate the er-
ror to R through the matrices V and U by

V — V+AV “4)
U - U+AU.

The errors applied to U and V can be defined as a
transformed version of the original U and V ma-
trices. To represent the transformations, we define
two matrices A and B such that

AV =
AU =~

AV (5)
BU .

The procedure for determining A and B is given in
[5], where it can be noted that matrices A and B
are anti-symmetric (A = —AT). Given V, U, and
D, it can be shown that

ARe B (6)
eARe BT
ARe BRTR
eARe BRTR .
N—_———/ ™

AR

RST’V' ~

Q

%

Q

Thus, we can compute the amount of rotational
error, AR, introduced into a pose calculation by
noise in the marker data as

AR = ¢*Re BRT . N

If we define the centroids of the ideal” local
and global coordinates as x and y, and the cen-
troids of the local and global coordinates with er-
ror as X. and y., we can compute the translational
error, At, introduced into a pose calculation as

At = terT —t (8)
= y.—ARRx, -y +Rx
An algorithm has been created and implemented

to simulate this procedure. The inputs to the algo-
rithm are the local and global marker coordinates
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with noise, the standard deviation of the Gaussian
noise applied to the local and global marker coor-
dinates, and the initial, error-free rotation matrix
that defines the orientation of the tracking probe.
The output of the algorithm is the incremental rota-
tion matrix, AR that transforms the tracking probe
from its initial, error-free orientation to the orien-
tation obtained when noisy marker data are used.
From the AR, we compute the average pose error
using a sum of squared errors formulation

K
1
AP? = I D (ReprXp+terr) — (Rxg+)|[
=1

©)
In this expression, A P is the pose error in millime-
ters, R, is the concatenation of the initial, error-
free orientation and the incremental rotation matrix
(ARR), the x;, are the noise-free local marker lo-
cations, and t.,, is the sum of the initial position
of the tracking probe and the translation between
the noise-free local maker centroid and the noisy
global marker centroid.

We can also determine the rotational and trans-
lational components of the pose error. The amount
of error in rotation, AP,.,;, can be determined from
a concatenation of two quaternions, expressed as

Qresult = quTT‘_l ) (10)

where ¢ is the unit quaternion representing the
error-free orientation obtained from R, and ¢
is the noisy orientation obtained from R.,,. The
amount of error in rotation is equal to the angle ex-
tracted from the scalar portion of g,.csq:. The error
in position, AP, is expressed as

A-Ppos = ||tcr"r'_tH . (11)
In the course of the simulation process, we deter-
mined the value of AP, AP,,;, and AP,,,.

The independent variables within the simulation
were the tracker noise, the probe size, and, the
number of markers on the probe. The dependent
variables we studied were the overall pose error in
millimeters, the orientation error in degrees, and
the position error in millimeters. The tracker noise
and probe size were incremented on a logarithmic
scale. The number of markers is incremented arith-
metically when a generic tracking probe shape is
used. Currently, the simulation supports generic
spherical and planar tracking probes with up to 25
markers.

At each increment of the independent variable,
the probe was simulated NV times (/N > 20) and the
pose error results were averaged. The average at
each increment was then plotted on a linear or log
scale. When plotted on a linear scale, the standard
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deviation of the N analyses was included at each
data point as error bars. Finally, a curve fitting was
performed with the data.

4.1 Simulation Specifics

The simulation of tracking probes and pose er-
rors was implemented in MATLAB. The simula-
tion was built with a graphical user interface to al-
low for easier simulation control and easier adjust-
ment of simulation parameters. Aside from the de-
pendent and independent variables, we were able
to vary the local noise of the probe markers, the in-
crement applied to the independent variables, the
number of iterations used to compute the average
errors, the display of the results, and the initial
probe position within the tracking volume.

The POLYFIT function was used to determine
the coefficients of a polynomial curve that fits the
data in the least squares sense. The POLYVAL
function was used to obtain error estimates on the
predictions from the polynomial. The error bounds
assume that the data were independent, normally
distributed, and with constant variance. The graphs
were then generated with the PLOT and ERROR-
BAR functions. The central line corresponds to
the results of a 4th order polynomial least-squares
curve fit. The lines above and below the central
line represent the 95% confidence interval for the
data points plotted on the graph. A 4th order poly-
nomial was chosen as opposed to an exponential
function because a better fit was obtained when in-
cluding the data for very small or very large val-
ues of the independent variable. Higher orders of
magnitude of noise were chosen for the purpose of
displaying the conditions where the assumptions of
the model were violated, i.e., the order of magni-
tude of the noise was equal to that of the probe
size. The r-squared value for the 4th order curve
fit ranges between 0.62 and 0.75 when a probe was
simulated. If we were to limit the independent vari-
able to the range 1og(0.01) to log(100), an exponen-
tial curve fit would yield r-squared values of greater
than 0.7 in all instances.

Within the simulation we used the EXPM func-
tion to compute the matrix exponential. This func-
tion uses a Padé approximation rather than a Taylor
Series approximation. We also used the RAND and
RANDN functions to generate uniform and Gaus-
sian random variables, respectively. The random
number generators were seeded using the system
time.

The local marker noise value for the probe was
set at 0.1 mm to coincide with the stereolithogra-
phy manufacturing data for the accuracy of marker
placement. The simulation of this probe predicted
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Figure 5. Simulation Results of the
HMD Tracking Probe in Orientation

an error of 0.032 £ 0.02 degrees in orientation
about the y-axis , shown in Figures 5 and 6, with
an accuracy of 0.14 4 0.08 mm in translation. The
black rectangle shown in Figure 5 indicates the
area displayed in Figure 6, which is a magnified
view of the region within the rectangle . The plots
shown were simulated using different global noise
values for the HMD probe configuration. The sim-
ulation also predicted an error of 0.095 £ 0.05 de-
grees in orientation about the x-axis, which is not
shown.

Linear Plot

0.032

00315 -

1 1 1 1 1 1 1 1
10910 of global noise factor

Figure 6. A Magnified View of the Sim-
ulation Results in Orientation

S Experimental Validation
5.1 Placement of Markers on a HMD

One of the outputs of the Viewpoints Algorithm
is a list of the marker locations expressed in the lo-
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cal frame of the 3D model. Normally, these marker
locations would then be integrated into the process
of constructing the tracking probe. However, in
this particular case of mapping the markers on an
HMD, the object was pre-existing. So, instead of
the marker being added as part of the mechanical
design, it was necessary to approximate the marker
locations and place them on the HMD by hand.

The markers were placed physically on the
HMD with the assistance of a software package
called GeoMagic from Raindrop Software. In this
package, the ability is present to determine the
distance between specified points on a 3D model.
During the Viewpoints mapping technique, we
chose the local coordinate system to be coincident
with that of the 3D model. Therefore, when view-
ing the model in GeoMagic we were then able to
determine the location of prominent features rel-
ative to the origin of the local coordinate system,
then determined the distance from a given feature
to a marker location. The procedure was done by
hand using a digital caliper, so additional errors
may be present. In future designs, these errors can
be minimized by creating the HMD prototype with
colored regions (whose locations are determined
from the Viewpoints Algorithm a priori), indicat-
ing where the markers should be placed. The con-

Figure 7. Realization of a Conformally
Mapped Tracking Probe

formally mapped HMD tracking probe is shown in
Figure 7. The +z-axis is in the gaze direction of
the HMD (out of the page). The +y-axis is in the
direction toward the top of the page. Along the
x-direction, the HMD is approximately 33 cm in
length.
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5.2 Measurements

The tracking system used for the experiments
was an OPTOTRAK 3020 from Northern Digital,
Inc. The tracker has an accuracy of 0.1 mm at a
distance of 2.25 m. The noise pattern of a single
maker was measured and closely approximated a
Gaussian distribution. For the orientation and po-
sition measurements, the HMD was mounted on
motion stages that were fixed to an optical bread-
board. A motorized rotation stage with an accuracy
of + 0.001 degrees was used to measure orientation
about the y-axis . A motorized translation stage
accurate to = 0.01 mm was used to measure posi-
tion. While the simulation predicted an accuracy
of 0.09 degrees about the x-axis, the correspond-
ing measurements were not attempted at this time
because of the lack of a high-precision tilting plat-
form and the difficulty of mounting the HMD in an
orientation perpendicular to the existing motorized
rotation stage.

In the experiment, the initial orientation of the
HMD was recorded from the tracker. It was then
rotated by 10 degrees about its y-axis and the final
orientation was recorded. We then computed the
quaternion corresponding to the rotation between
the initial and final orientations of the HMD and
extracted the amount of rotation. This procedure
was repeated 100 times and the results were av-
eraged. A similar procedure was performed us-
ing a 10 mm translation with the HMD facing
the tracker. We measured an accuracy of 0.028
4 0.001 degrees in orientation for rotation about
the y-axis and 0.2 4+ 0.005 degrees about the x-
axis. The measured accuracy in position was 0.11
+ 0.01 mm.

6 Discussion and Conclusions

In this work, we have introduced a novel marker
mapping technique for the design of conformal
tracking probes, which are probes designed accord-
ing to the requirements and constraints of the ap-
plication environment. The tracking pose error re-
sults achieved point to the promise of this approach
for use in AR environments. To achieve a registra-
tion error of 1 mm, the angular error for a tracking
probe must be less than 0.057 deg [11]. With the
design presented, we have obtained a static accu-
racy of approximately 0.03 degrees, which is on
the order two times better than required. The pre-
diction of 0.09 degrees in accuracy about the x-axis
would yield a registration error of approximately
1.5 mm, which is still quite good.

We expect the tracking probe to be more accu-
rate in rotation about the y-axis due to the arrange-
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ment of the markers. If we consider an ellipsoid
surrounding the markers on the HMD, we would
see that the major axis would roughly correspond
to the x-axis. One of the minor axes would roughly
correspond to the y-axis. Because the spatial ex-
tent of the markers is greater along the major axis,
the tracking probe will be more sensitive to rota-
tions about an orthogonal axis. This phenomenon
as applied to marker-based tracking is discussed in
[5] and is mathematically derived in [4]. This will
be experimentally verified with the HMD tracking
probe in future work.

The Viewpoints Algorithm not only finds op-
timal positions for the markers, but it also mini-
mizes the number of markers needed to fulfill a
given field of regard constraint. The algorithm is
not foolproof, though, because of inconsistencies
with the function which tests for whether a triangle
is seen or not. In this test, the triangle normal is
compared to the vector from the viewpoint being
tested. If the resulting dot product between the two
vectors is negative, then the triangle can be “seen.”
Unfortunately, if one imagines a viewpoint on one
side of the letter “M,” there may be up to three tri-
angles along a ray cast from the viewpoint through
the “M” that may pass the test. We shall expand the
algorithm to make use of the Z-buffer to resolve the
ambiguity encountered in this scenario.

The Viewpoints Algorithm also relies upon hav-
ing a 3D model of the object upon which the mark-
ers are to be mapped. However, within the pro-
cess of mapping markers on an object, there are
potential issues concerning the model itself. The
problem lies in the triangle density of the 3D model
used to represent the real object. If a 3D model has
a large number of small triangles, then the triangle
density is high. As such, a high triangle density
is desirable because it would be a more accurate
representation of the object that will have mark-
ers placed upon it. Still, the Viewpoints Algorithm
may end up mapping many markers in quite a small
area. A solution to this issue is to apply a min-
imum distance constraint to the algorithm during
the mapping process. In addition, improvements in
the computational efficiency of the algorithm can
be implemented, although speed of execution is not
currently an issue in the probe design process..

When simulating the pose estimation process
for any new tracking probe, errors may occur from
numerical inaccuracies. First, the pose error for-
mulation uses matrices instead of quaternions to
represent rotations. Matrices require more num-
bers to represent an equivalent quaternion rota-
tion, therefore matrix operations are more subject
to numerical drift when used for comparable trans-
formations. Also, the marker noise for a given
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tracking system may not be well-approximated by
a Gaussian distribution. Finally, because random
distributions are generated each time the simula-
tion is run, there will be variability in the results.
At small noise levels, the difference is negligible,
but larger noise levels induce greater variability. In
the future, the tradeoff between static noise vec-
tors and dynamically generated noise must be ex-
amined in comparing conditions.

Practitioners usually take a bottom-up approach
to building applications or systems in virtual en-
vironments, assembling pieces to create a larger
whole. The result is often a ”Frankenstein” system
that may accomplish the desired task, but is inele-
gant and causes users to conform to it. As humans,
our systems and applications should conform to us,
not vice versa. Moreover, an elegant design has
advantages that may include improved ergonomics
and the potential for enhanced performance. Thus,
an added benefit of this framework is to promote
a top-down design method for marker-based track-
ing, which allows exploration of the design space
and ultimately designing to the specifications of the
application.
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