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Abstract
Augmented reality requires real and virtual objects to be registered in three dimensions from any
viewing direction. Therefore, accurate, large field of regard head tracking is needed. As a part of
a research effort to design probes to track the position and orientation of the head of a user in a
virtual environment, an algorithm is provided for the uniform distribution of an arbitrary number
of beacons on a spherical probe using simulated annealing. The validity of the algorithm is tested
by comparison to the tetrahedron, octahedron, and icosahedron, which are spherical equivalents.
Additionally, variations upon the cooling schedule implemented in the algorithm and the effects
upon the resulting point distributions are examined. Finally, a successfully constructed head-
tracking probe is presented and the generalization of the algorithm to probes of other shapes is

discussed.
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Introduction

One of the most promising and challenging future uses
of head-mounted displays (HMDs) is in applications
where virtual environments enhance rather than replace
real environments [1]. This is referred to as augmented
reality. To obtain an enhanced view of the real
environment, users wear see-through HMDs to observe
three-dimensional computer-generated objects
superimposed on their real-world view [2][3]. The
position and orientation of each user’s head must be
obtained to render the computer-generated objects at
the correct depth in the field of view of the user and
from the correct viewpoint [4][5]. Because virtual and
real objects must be placed into register, that is spatial
coincidence, the need for accurate tracking of head
motion is predominant in augmented reality
applications [6].

As a driving application for the advancement of such
technology, we are developing a Virtual Reality
Dynamic Anatomy (VRDA) Tool, illustrated in Fig. 1
[7]. The tool allows medical practitioners to visualize
anatomical structures superimposed on their real
counterparts. To this end, the medical practitioner
wears a HMD that superimposes a graphical model of
the knee-joint anatomy on the real knee of a model
patient [8][9].

To correctly visualize knee-joint anatomy, the head of
the medical practitioner must be accurately tracked.
Tracking technologies employed to obtain head position
and orientation include time-frequency measurement,
spatial scan, inertial sensing, mechanical linkages, and
direct-field sensing [10]. We employ a spatial scan,
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videometric method to maximize tracking accuracy and
resolution. The videometric approach consists of using
several cameras to acquire different views of a pattern
of features, then determining position and orientation
based upon the 2D projection of the

Fig. 1: (a) The VRDA tool allows superimposition of virtual anatomy
on a model patient. The inset photograph contains a rendered frame
of the knee-joint bone structures animated based on a kinematic
model of motion. (b) An actual view from the VRDA Tool from the
viewpoint of the user.

pattern at each camera.

In the videometric approach to tracking, we use the
OPTOTRAK 3020, a commercially available optical
tracking system. The OPTOTRAK utilizes beacons that
emit infrared light and fixed, infrared sensing cameras
to determine the position and orientation of an object
(e.g. the head of a user). The beacons are mounted in a
rigid, fixed arrangement, called a probe, and are
activated sequentially within the field of view of the
cameras. As long as the cameras detect three beacons
from the probe, the position and orientation of the probe



can be determined. Thus, if a probe is mounted on the
head of the user, an image corresponding to the position
and orientation of the probe, which coincides with the
user’s position and orientation, can be generated by a
computer and shown using a HMD.

When designing a head-tracking probe, the
specifications may include field of regard, size,
accuracy and precision, speed of tracking, and cost.
The probe geometry chosen will directly affect these
considerations. As an example, consider a planar head-
tracking probe with 100 beacons largely spread apart.
This probe would provide high accuracy and precision
and a large field of regard, but with a reduced tracking
speed due to the large number of beacons. Also, the
size and cost of this probe would be prohibitive.
Instead, by placing the beacons on a toroid above the
viewing optics on the HMD or on two halves of a
sphere on either side of the HMD, we can "wrap" the
probe around the head of the user. This way, we can
still obtain a large field of regard and maintain the
desired accuracy with fewer beacons, minimizing cost
and maximizing tracking speed. Therefore, the trade-off
between the desired accuracy and precision, field of
regard, and the number of beacons used for a given
application makes the design of probes subject to case-
by-case requirements and necessitates a model to
predict performance based on specifications and
parameter choices.

We chose to design a probe with a large field of regard
and selected, as a first implementation, a spherical
head-tracking probe. To maximize the field of regard
for a spherical probe, the beacons must be uniformly
distributed, which is analogous to uniformly placing
points on the surface of a sphere. A group of points can
be uniformly distributed on a sphere for a number of
points that is a perfect square (eg. 4, 16, 36 points,
etc...) by dividing the sphere into symmetric regions of
uniform solid angle. Also, one may use spherical
equivalents, such as the Platonic solids, to place 4, 6, 8,
12 or 20 points directly. Additionally, to solve the
specific problem of uniformly distributing points upon
a sphere for an arbitrary number of beacons, the
Gaussian Quadrature method has been previously
proposed and implemented. A Gaussian quadrature
formula on the two-dimensional sphere is a numerical
integration formula, for functions on the sphere, that is

exact for all spherical harmonics Y," (9,¢)with I1<L

[11]. The points on the sphere where the function to be
integrated is sampled are therefore uniformly
distributed. The number of sample points is determined
by L, and increases as L increases. The Gaussian
quadrature formulae are specific to spheres and make
heavy use of the symmetries that spheres possess.
However, they are difficult to generalize to other
shapes.

Therefore, in developing a method that will be
applicable to non-spherical probes with an arbitrary
number of beacons, we approach the problem using
optimization techniques. Modeling the beacons as
charged particles, the cost function we seek to minimize
is the potential energy of the distribution of beacons.
Given that the potential energy can be expressed as an
inverse relationship of the distance between all pairs of
beacons on the probe, minimum potential energy
implies a symmetric distribution of beacons. Thus,
minimize the cost function and uniformly distribute
beacons on a probe, we choose to apply the method of
simulated annealing.

Published by Metropolis et al. [12], the method of
simulated annealing was first used in an algorithm
designed to simulate the cooling of material in a heat
bath. The Metropolis algorithm simulates the change in
energy of a system when subjected to a cooling process,
until it converges to a steady "frozen" state. In 1983,
Kirkpatrick suggested that this type of simulation could
be used more generally to search the feasible solutions
of an optimization problem, with the objective of
converging to an optimal solution [13][14].

Simulated annealing lends itself well to our approach
because of the well-specified criteria for point
movement to an optimal solution during iterations of
the algorithm. Furthermore, during optimization,
simulated annealing includes methods for more easily
escaping local minima. It is important to note, however,
that other optimization methods can be used to solve
this problem. As such, it is not our intention to explore
the advantages of using one optimization algorithm
versus another.

In the following pages, we describe our variation upon
the “classical” simulated annealing algorithm. We then
describe the generalization of the algorithm to arbitrary,
convex shapes. Next, we provide results of our
algorithm on a sphere, compared to the tetrahedron and
octahedron. Finally, we present results of the annealing
algorithm in the construction of a spherical head-
tracking probe.

The Algorithm

The algorithm employed is based closely on the
algorithm used in [12]. To start, an initial temperature
is set and the number of points to be distributed is
chosen. The points are placed randomly on a sphere of
unit radius.

The annealing process begins with the computation of
the starting value of the potential energy, E, of the
system, which varies inversely with the distances



between all the points on the sphere. The formula used
for computing the energy is:

n-1 n
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where 1;; is the Cartesian distance between the i™ and j"
point. After computing the starting energy of the
system, an iterative process begins. First, the system
temperature is decreased in a systematic manner
referred to as a cooling schedule. In our case, the
temperature is reduced by 0.5% percent of the
temperature at the previous iteration. During the next
step, one point is chosen randomly and moved. The
point is moved between 0 and 0.005 radians in a
random direction with respect to the center of the
sphere. The current energy of the system is then
calculated using (1). If this current energy is less than
the previous system energy, then the move is accepted.
If the current energy is more than the previous system
energy, a probability of accepting the move is generated
based upon the current temperature. The equation used
for computing the probability of accepting a point
movement is:
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where A is the change in energy of the distribution due
to the point movement, and T is the current
temperature. A random number between zero and one
is generated, determining whether the point is moved.
If the random number is less than or equal to the
probability in (2), the select point moves. Otherwise,
the selected point remains stationary. In either case,
another point is selected and moved following the same
criteria until 100 iterations have been performed at the
current temperature.

After 100 point movements, the temperature is
decreased and the process is repeated at the next
(lower) temperature. When the system temperature is
less than 0.1, the iterative process stops and the system
freezes. The final energy value and the distribution of
the points are then displayed.

Differences between the algorithm presented here and
that employed by Metropolis appear in the
implementation of the cooling schedule. Instead of
using an exponentially decreasing cooling schedule, we
chose a geometric temperature reduction, decreasing
the system temperature by 0.5% after each 100 point
movements. At higher temperatures, the temperature
change is more dramatic in both approaches. As the
system cools, the temperature is decreased at a slower

pace. Such cooling approaches allow the system
greater fluctuation at higher temperatures while
allowing it to “settle down” as it reaches lower
temperatures. We proposed this geometric temperature
reduction because of its simplicity. Also, we employed
a simplification of the traditional probability
expression, as shown in (2).

Generalization of the Algorithm to
Other Shapes

The algorithm is generalized by recognizing that a
symmetric distribution of beacons on a probe
corresponds to having uniform arc length between any
beacon on the probe and each of its immediate
neighbors. Because we are designing probes for head
tracking, the algorithm is generalized to regular
geometries, meaning probes without irregular
protrusions.

The generalized energy function we seek to minimize
is:
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where Aj; is the arc length between the ith and jth
beacon. Depending upon the distance of the probe from
the tracker, the maximum arc length between a pair of
beacons can be determined, given that three beacons
must remain in the tracker field of view at any time.
This arc length requirement constrains the minimization
process.

In generalizing the algorithm, the simplest case is a
planar probe or a probe with planar surfaces. Because a
plane has infinite curvature, placing the beacons at an
equal arc length corresponds to placing the beacons
with a uniform Cartesian distance between them. Thus,
the beacons may be placed on the probe surface
immediately with a Cartesian distance equivalent to the
arc length requirement as previously discussed.

The other case we consider is that of a curved surface.
Of the curved surfaces, the simplest case is a sphere.
Because a sphere is a surface with uniform radius of
curvature, we are able to approximate the arc length
criterion using Cartesian distances. The more complex
case is a surface with a different radius of curvature in
two directions. This includes cylindrical and toroidal
shapes. In this instance, we parameterize the desired
surface and determine the arc lengths along the
directions of principal curvature. The minimization
process is then initiated. This procedure further applies
to other, general probe shapes because of the fact that



curved surfaces may be approximated using toroidal
sections.

Results and Discussion

The simulated annealing algorithm was implemented in
C++. The elapsed time for distributing the particles
was determined by using the time() function. All file
access activities were performed so as not to be a factor
in measuring the time of execution.

The tetrahedron, octahedron, cube, icosahedron, and
dodecahedron, the Platonic solids, have 4, 6, 8, 12, and
20 vertices, respectively. These polygons are spherical
equivalents because for each representation, a sphere
can be specified such that all the vertices of the solid
satisfy its equation. Moreover, the Platonic solids are
the maximally symmetric for a point distribution with
4, 6, 8, 12, or 20 points. Of the Platonic solids, the
tetrahedron (4 vertices), the octahedron (6 vertices) and
the icosahedron (12 vertices) are also point distributions
that posses minimum potential energy.

Because the Platonic solids provide known, minimum
energy outcomes, the results of the distribution
algorithm for 4, 6, and 12 points were compared to the

(x2,y2,22) Anneal Tetrahedron

(x2,y2,22) Anneal Octahedron

(x,y,2) Reference Octahedron

Fig 2: A validation of the algorithm with Platonic solids is
demonstrated. Theoretical and annealed point distributions for (a) the
tetrahedron and (b) the octahedron are shown.

platonic solids for validation of the simulated annealing
algorithm. Results show that the point distributions
matched the platonic solids closely. The difference in
the potential energy, AE, of the reference tetrahedron
and the tetrahedron obtained via simulated annealing
was 0.00001 (this result is unit-less because normalized
distances were used to compute the potential energies).
The AE between the reference and annealed octahedron
was 0.000001 and the AE for the icosahedron was
0.0001. The final annealed point distributions
compared to the reference tetrahedron and octahedron
are shown in Fig. 2.

It was observed that the factors that most influenced the
performance of the algorithm were the cooling schedule
and the number of iterations performed at each
temperature. It was observed that the cooling schedule
could be changed to a 1.5% decrease to improve the
algorithm speed. The improvement in speed is almost
66%, without a significant loss of effectiveness in the
distribution. The improvement is more dramatic for
larger numbers of points. Future versions of the
algorithm will be implemented with a 1.5% cooling
schedule. In addition, as the initial starting temperature
was lowered, the time of execution of the algorithm
improved. However, the point distribution was not as
even as implementations using a higher initial starting
temperature.

The annealing results were further validated by the
construction of a spherical head-tracking probe, shown
in Fig. 3. The probe consists of 24 infrared LEDs
distributed on a spherical shell 7cm in diameter and was
constructed via rapid prototyping. The head probe is
capable of tracking user head motion 360 degrees in the
transverse plane (i.e, the user shaking her head “no”
Also, the head probe can track user head motion 180
head “yes”). The head probe reports the user position
with an accuracy of 0.1 mm and a ¢ of 0.03 mm. The
head probe reports user rotation with an accuracy of
1.38 degrees. Further optimization of the probe should
improve rotational accuracy.

Fig. 3: A 24-LED spherical head tracking probe



In the future, we shall use these simulation results
within a general framework for the design of tracking
probes for virtual environments. The results achieved
here may also be applied to other applications, such as
the positioning of satellites orbiting the earth,
information theory, or the placement of dimples on a
golf ball.
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