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We extend the application of the Z-scan experimental technique to determine free-carrier nonlinearities in the 
presence of bound electronic refraction and two-photon absorption. We employ this method, using picosecond 
pulses in CdTe, GaAs, and ZnTe at 1.06 JLm and in ZnSe at 1.06 and 0.53 JLm, to measure the refractive-index 
change induced by two-photon-excited free carriers (coefficient ur), the two-photon absorption coefficient {3, 
and the bound electronic nonlinear refractive index n2 • The real and imaginary parts of the third-order 
susceptibility (i.e., n2 and {3, respectively) are determined by Z scans with low inputs, and the refraction from 
carriers generated by two-photon absorption (an effecitve fifth-order nonlinearity) is determined from Z scans 
with higher input energies. We compare our experimental results with theoretical models and deduce that the 
three measured parameters are well predicted by simple two-band models. n 2 changes from positive to nega­
tive as the photon energy approaches the band edge, in accordance with a recent theory of the dispersion of n2 
in solids based on Kramers-Kronig transformations [Phys. Rev. Lett. 65, 96 (1990); IEEE J. Quantum Elec­
tron. 27, 1296 (1991)]. We find that the values of ur are in agreement with simple band-filling models. 

I. INTRODUCTION 
The nonlinear-optical properties of semiconducting mate­
rials are being widely studied as potential components of 
various optical devices. Among the areas of interest are 
optical switching and optical limiting. Large nonlineari­
ties in InSb,I GaAs,2 and HgCdTe (Ref. 3) were observed 
and used in demonstrating all-optical switching at inci­
dent photon energies nearly resonant with the energy gap 
of the material. Large carrier nonlinearities are also 
observed in the transparency region where the carrier­
excitation mechanism is two-photon absorption4

-
8 (2PA). 

In the studies reported in Refs. 4-8 beam-distortion 
measurements at high irradiance were used to determine 
the nonlinear refraction, which was attributed solely to 
the free charge carriers, and the nonlinear refraction that 
was due to the bound electrons (electronic Kerr effect) 
was assumed to be negligible. However, picosecond time­
resolved degenerate four-wave mixing experiments at 
much lower irradiance levels performed on ZnSe and CdTe 
in the presence of 2PA showed a large and fast third-order 
nonlinearity in addition to the higher-order carrier non­
linearity. 9 The 2PA-generated carrier refraction is an 
effective fifth-order process.10 

In the study reported in Ref. 11, which used the sensi­
tivity of the Z-scan method to monitor nonlinear refrac­
tion at low irradiance levels, a third-order nonlinearity 
was observed in ZnSe. This nonlinearity was attributed 
to n 2 , the nonlinear refraction caused by bound electrons, 
as was explained theoretically in Ref. 12. At higher irra­
diance levels the refraction caused by the 2PA-generated 
free charge carriers becomes significant. In this paper 
we use the Z-scan technique11

•
13 with picosecond pulses at 

several irradiance levels to determine the free-carrier re­
fraction ur separately, in addition to the bound electronic 
n2 and the 2PA coefficient {3, in four different semiconduc­
tors: ZnSe at 1.06 and 0.532 p.,m and CdTe, GaAs, and 
ZnTe at 1.06 p.,m. With these measurements we are able 
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to predict the contribution from each nonlinearity, given 
the experimental parameters (irradiance, pulse width, spot 
size, etc.). For example, we find here that the contribu­
tion of n2 to the experiments of Refs. 4-7 was as large as 
50% for the lowest inputs used in those measurements but 
rapidly decrease.d for higher inputs. 

In Section 2 we briefly .describe the Z-scan technique 
and the analysis for determining nonlinear absorption and 
refraction. Experimental results are given in Section 3. 
In Section 4 our measured values of the free-carrier re­
fraction are compared with various theoretical models. 
We also compare our measured {3 and n2 values with theo­
retical values. In Section 5 we describe a simple alter­
native method for estimating the different orders of 
nonlinear refraction, and we compare the results of this 
method with the results obtained by numerically fitting 
the experimental data. 

2. ZSCAN 
The Z-scan experimental arrangement is shown in Fig. 1. 
The transmittance of a focused Gaussian beam through 
an aperture in the far field is measured as a function of 
the sample position z with respect to the focal plane­
hence the name Z scan. While the input energy is kept 
constant, the sample experiences a different incident field 
(amplitude and phase) at different z positions. Nonlinear 
refraction in the sample manifests itself as beam broaden­
ing or narrowing in the far field, thus changing the frac­
tion of light passing through the aperture as the sample 
position is changed. Therefore the aperture transmit­
tance is a function of the sample position z. As is ex­
plained in Ref. 13, the sign of the nonlinear refraction is 
readily obtained from a Z-scan signal. An increase in 
transmittance followed by a decrease in transmittance 
(peak-valley) denotes a negative nonlinear refraction, 
whereas a valley-peak configuration implies a positive 
nonlinearity. Removal of the aperture, i.e., collecting all 
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APERTURE 

Fig. 1. Z-scan experimental setup. D2/D1 is measured as a 
function of the sample position z. Dl, D2, detectors. 

the transmitted light on detector D2, which we refer to as 
an open-aperture Z scan, will result in a flat response for 
a purely refractive nonlinearity. However, if nonlinear 
absorption is present, then the transmittance signal ap­
pears as an inverted Lorentzian, which has a minimum at 
z = 0 (the sample at the focal plane), where the irradiance 
is maximum. Nonlinear absorption suppresses the peak 
and enhances the valley in a closed-aperture Z scan (i.e., 
with the aperture in place), as is seen, for example, in 
Fig 3(b) below. 

In order to analyze the Z-scan data we need to calculate 
the electric field at the aperture for any position z of the 
sample. This calculation can be performed by solving the 
nonlinear equations for propagation inside the sample and 
then those for propagation of the field in free space from 
the exit surface of the sample to the aperture. If the 
sample length is less than the confocal beam parameter, 
and if the phase changes in the field caused by the non­
linear interaction are not transformed into amplitude 
changes within the sample, then the sample is considered 
thin14•15 (external self-action). Considering a thin sample 
and using the slowly varying envelope approximation, we 
can separate the wave equation into an equation for the 
phase and an equation for the irradiance 7: 

dilcf> 
dz' =kiln, (1) 

d1 
dz' = -(ao + {31)1, (2) 

where iln is the change in the index of refraction, k is the 
magnitude of the wave vector in free space, a 0 is the resid­
ual linear absorption, and z' is the propagation distance 
within the sample, which is to be distinguished from z, the 
sample position with respect to the focal plane. 

In our experiments we used 30-40-ps pulses at irradi­
ance levels below the critical value for free-carrier absorp­
tion.16•17 Therefore Eq. (2) does not include free-carrier 
absorption. We verified that free-carrier absorption was 
negligible in our experiments by measuring the same 2PA 
coefficient at several irradiance levels. On the other 
hand, we find that the refraction arising from these free 
carriers cannot be neglected. 18 Thus iln in Eq. (1) is 
written as 

(3) 

where y is the nonlinear index that is due to the bound 
electrons and is related to the usual nonlinear index n2 

through n2(esu) = (cn0/40?T)y(m2 /W), with c the speed of 
light in meters per second and u r the change in the index 
of refraction per unit photoexcited charge-carrier density 
N. · If 2PA is the only mechanism for generating carriers, 
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the carrier-generation rate is given by 

dN = {31
2

• 

dt 2hw 
(4) 

Here we neglect the loss of carriers through recombina­
tion and diffusion because these processes occur on time 
scales longer than the picosecond pulses that we use in 
the experiments. Thus the carrier nonlinearity [urN 
in Eq. (3)] is proportional to a temporal integral of 12, re­
sulting in an effective fifth-order nonlinearity; this con­
clusion is reached by the same reasoning that makes 
the index change caused by single-photon-absorption­
generated free carriers an effective third-order effect.19 

In the 2PA case this fifth-order nonlinearity is a sequen­
tial Im[x<3>] process (i.e., 2PA) followed by a Re[x<1>] process 
(i.e., a linear index change from the carriers). The exis­
tence of two nonlinearities of different orders and differ­
ent decay times was also observed by Canto-Said et al. 9 for 
picosecond degenerate four-wave mixing. The fast non­
linearity has a third-order dependence on the incident ir­
radiance [x<3

> effect], whereas the carrier nonlinearity has 
a fifth-order dependence. The degenerate four-wave 
mixing technique cannot identify the nature (refractive or 
absorptive) or the sign of these nonlinearities. Also, from 
examination of the two terms on the right-hand side of 
Eq. (3), it is clear that the electronic Kerr effect (yl) will 
be dominant at low irradiance levels, whereas the free­
carrier refraction (urN) will dominate at high irradiance 
levels. 

The irradiance at the exit surface of the sample is ob­
tained from Eq. (2) as 

T,(L ) _ 1(0, r, t, z)exp( -a0 L) 
~~ .~~z - ' 

1 + q(r,t,z) 
(5) 

where q(r, t, z) = {31(0, r, t, z)Leff, Leer= [1 - exp( -a 0 L)]/ao, 
and z is again the sample position. Here the irradiance 
within the sample is quoted after Fresnel reflections are 
taken into account. This irradiance is taken as a Gauss­
ian in space and time, given by 

]i(O r t z) = 1o exp[- 2(r/wo)
2 

- (t/t0)
2
], 

' ' ' 1 + (z/zo? 
(6) 

with z0 = '7TWo2/A.. Removing the aperture in Fig. 1 is 
analogous to placing detector D2 at the exit surface of the 
sample. Such an open-aperture Z scan allows us to ignore 
the phase changes, and Eq. (5) leads to the normalized 
transmittance as calculated in Ref. 11 after integration 
over the spatially and temporally Gaussian pulse: 

1 J"' T(z) = 112 (O 
0 

) ln[1 + q(O, 0, z)exp( -T2)]dT. (7) 
'7T Q , , Z -co 

The only unknown parameter in Eq. (7) is {3 in q(O, 0, z), 
which implies that an open-aperture Z scan will give the 
2PA coefficient. Figure 2 shows a plot of T(O) as a func­
tion of q(O, 0, 0) = f310Lerr. This curve can be used in an 
open-aperture Z-scan transmittance measurement to 
determine f3 directly. At still higher irradiance levels 
free-carrier absorption must be included in Eq. (2), and 
an open-aperture Z scan could also be used to determine 
the free-carrier absorption. With f3 known from low­
irradiance open-aperture Z-scan data, high-irradiance 
data will permit calculation of the free-carrier absorption 
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Fig. 2. Normalized transmittance for an open-aperture Z scan 
at z = 0 as a function of f31oLerr = q(O,O,O). From this curve f3 
can be determined without fitting the data. 

cross section. However, as is mentioned above, all the ex­
periments reported here are below the critical irradiance 
for free-carrier absorption. 

The total phase change 6.£/J experienced by the beam is 
obtained by integrating Eq. (1), using Eq. (3), to give7 

ky kur It 
6.£/J(r, t, z) = - ln[l + q(r, t, z)] + -

2
¥- dtF(t'), (8) 

f3 nw/3 -oo 

where 

F(t) = a
0 

ln[l + q(r, t, z)] - q(r, t, z) [1 - exp( -aoL) ]· 
Leer 1 + q(r, t, z) 

(9) 

The field at the exit surface of the sample is completely 
determined by Eqs. (5) and (8) [i.e., E oc 1112 exp(i6.£/J)], 
where the reflection losses are included. The field at the 
aperture is determined by the Huygens-Fresnel propaga­
tion integral20

: 

E.(r, t, z) = ill(:~ z) exp[ A(~1T~' zJ 

X r r'dr'E(L, r~ t, z)exp[A(~~· zJ 
X Jo [ A;;~J (10) 

where d is the distance between the aperture and the focal 
plane. The transmitted power through the aperture is 
given by 

(11) 

and the normalized transmittance is 

(12) 

where Pi(t) = l(r = 0, t, z = 0) (1rw0
2 /2) is the input power. 
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Here S is the linear aperture transmittance given by 
S = 1 - exp( -2ra2 fwa2

), with ra and Wa being the aper­
ture radius and the beam radius at the aperture in the 
linear regime, respectively. Equation (7) is identical to 
Eq. (12) for S = 1. Note that Eq. (12) includes the losses, 
if any, by 2PA as well as losses that are due to the aper­
ture. In what follows we compare the numerical evalu­
ation of Eqs. (7) (nonlinear absorption only) and Eq. (12) 
with the experimental results. 

3. EXPERIMENTAL RESULTS 
We performed Z-scan experiments on three II-VI semicon­
ductors, ZnSe, CdTe, and ZnTe, and a III-V semiconductor, 
GaAs. ZnSe is a two-photon absorber at 532 nm, whereas 
the other three samples are two-photon absorbers at 
1.06 J.Lm. We first discuss experiments with ZnSe at 
532 nm. In the following measurements the irradiance 
values were carefully determined. The pulse width was 
measured by performing autocorrelation experiments and 
was monitored for each laser firing as described in Ref. 7, 
and the beam radius was determined from several pinhole 
beam scans. Using the Z-scan property 6.Zp-u = 1.7zo, we 
double-checked the beam scan results by performing 
Z-scan experiments on CS2 (see Ref. 11). The energy 
values were measured by calibrating the reference detec­
tor against a calibrated Gentec energy meter. 

A. 0.532-J.Lm Results 
With 27-ps (FWHM) pulses at 532 nm from a frequency­
doubled Nd:U.G laser we performed Z scans at different 
input energies on a 2.7-mm-thick polycrystalline sample of 
ZnSe grown by chemical-vapor deposition. The sample 
has an energy gap of 2.67 eV.21 The beam was focused to 
a radius of w0 = 25 J.Lm. First an open-aperture Z scan 
was performed at 10 = 0.21 GW/cm2

• All the experimen­
tal irradiances reported here are those within the sample 
(i.e., Fresnel reflections are taken into account). In 
Fig. 3(a) we plot the experimental data and the theoretical 
fit obtained by setting f3 = 5.8 ± 1.2 cm/GW in Eq. (7). 
This is within 5% of the value of 5.5 cm/GW reported in 
Ref. 7. The fitting uncertainties for this measurement 
and for the measurements listed below were ± 10%, but the 
overall experimental uncertainty is ±20%, arising mainly 
from uncertainties in the irradiance calibration. With 
the 40% aperture (S = 0.4) another Z scan was performed 
at the same irradiance. In this case the measurement is 
sensitive to both nonlinear refraction and nonlinear ab­
sorption. Experiments on ZnSe were conducted at irradi­
ance levels from 0.21 to 2.4 GW/cm2

• At the lowest 
irradiance we expect the change in the index of refraction 
to be due mostly to the third-order anharmonic motion of 
the bound electrons. 11 With f3 = 5.8 cm/GW and neglect­
ing free-carrier refraction (i.e., ur = 0), we fitted the ex­
perimentaldataofFig. 3(b),usingy = -6.8 x 10-14 cm2/W 
(n2 = -4.4 x 10-11 esu) in Eq. (12). The negative sign of 
n 2 can easily be deduced from the peak-valley feature of 
the Z-scan signal. Note that the minus was inadvertently 
omitted in Ref. 11. The same experiment was repeated at 
10 = 2.4 GW/cm2

• The free-carrier contriblition to there­
fraction becomes significant at this irradiance level. In 
all, 10 Z scans were performed ( 5 open aperture and 
5 closed). Using an iterative approach to best-fit all the 
data, we found a better fit by modifying n 2 from -4.4 x 
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Fig. 3. Normalized Z-scan data of a 2.7-mm ZnSe sample mea­
sured with 27-ps (FWHM) pulses and .A = 532 nm at low irradi­
ance (10 = 0.21 GW/cm2

). The solid curves are the theoretical 
fits. (a) Open-aperture data (S = 1) were fitted with {3 = 
5.8 cm/GW. (b) 40%-aperture data were fitted with {3 = 
5.8 cm/GW and n2 = -4.4 x 10-11 esu. 

10-11 to -(4.0 ± 0.8) X 10-11 esu and using ur = -(0.8 ± 
0.2) x 10-21 cm3

• Thus there is a small contribution from 
ur, even at the lowest irradiance level. The data and fit 
for 10 = 0.57 and 10 = 2.4 GW/cm2 are shown in Figs. 4(a) 
and 4(b), respectively. The agreement between experi­
ment and theory is remarkable, given that the change in 
transmittance between the peak and the valley ranges 
from approximately 10% in Fig. 3(b) to 90% in Fig. 4(b). 
The ab_solute errors in the measurement of ur of ±25% are 
only slightly larger than those for /3 and y, even though the 
nonlinearity is of a higher order. This result occurs in 
part because the calculation of ur depends on the products 
{310 and yl0 , which we know more accurately than /3 or y 
separately. 

B. 1.06-p,m Results 
All the Z-scan experiments discussed below were per­
formed with 40-ps pulses (FWHM) from a Nd:YAG laser 
focused to w0 = 40 p,m. CdTe has an energy band gap of 
1.44 eV, which makes it a two-photon absorber at 1.06 p,m. 
The sample used is undoped, polycrystalline, and 3 mm 
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thick. 21 Following the same procedure as for ZnSe, we 
were able to determine f3 = 26 ± 5 cm/GW, as compared 
with 22 and 15 cm/GW for two different samples reported 
in Ref. 7. We also found y = -(3.0 ± 0.6) x 10-13 esu or 
n 2 = -(2.0 ± 0.4) x 10-10 esu and ur = -(5.0 ± 1.2) x 
10-21 cm3

• The theoretical fit with Eq. (12) used for one 
of the eight Z-scan experiments performed on CdTe with 
the above values is shown in Fig. 5; the closed-aperture 
data were taken at I 0 = 0.3 GW/cm2

• 

2PA and nonlinear refraction in GaAs were used for op­
tical limiting in Ref. 18. However, the bound electronic 
and free-carrier refractive nonlinearities were not mea­
sured separately. Recently high-irradiance measure­
ments were used to estimate ur in GaAs while refractive 
contributions from n2 were ignored. 22 We followed the 
same steps taken in determining the nonlinearities for 
ZnSe and CdTe, using data from eight Z scans. Figure 6 
shows the theoretical fit to the experimental data ex­
tracted from a closed-aperture Z-scan experiment at 
10 = 0.45 GW/cm2 on a 1.2-mm-thick undoped single crys-
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Fig. 4. Closed-aperture Z-scan data (S = 0.4) and theoretical 
fits (solid curves) of the ZnSe sample taken at high irradiance 
levels of (a) 10 = 0.57 GW/cm2 and (b) 10 = 2.4 GW/cm2

, where 
free-carrier refraction is significant. The data in (a) and (b) were 
fitted with {3 = 5.8 cm/GW, n2 = -4.0 x 10-11 esu, and ur = 
-0.8 x 10-21 cm3

• 
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Fig. 5. Closed-aperture Z-scan data (S = 0.4) for a 3-mm CdTe 
sample with 1.06-p.m, 40-ps (FWHM) pulses at / 0 = 300 MW/cm2

• 

The theoretical fit (solid curve) was obtained with f3 = 
26 cmjGW, n2 = -2.0 x 10-10 esu, and ur = -5.0 x 10-21 cm3

• 
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Fig. 6. Closed-aperture Z-scan data (S = 0.4) for a 1.2-mm 
GaAs sample with 1.06-p.m, 40-ps (FWHM) pulses at / 0 = 
450 MW/cm2

• The theoretical fit (solid curve) was obtained with 
{3 = 26 cm/GW, n 2 = -2.7 x 10- 10 esu, and ur = -6.5 x 
10-21 cma. 

tal of GaAs of orientation (110) perpendicular to the sur­
face. 21 We saw no greater than a 10% anisotropy on 
changing polarization in any of the nonlinear coefficients. 
We measured {3 = 26 ± 5 cm/GW (23 cm/GW in Ref. 7 
and 26 cm/GW in Ref. 15), n2 = -(2.7 ± 0.5) x 10-10 esu 
and ar = -(6.5 ± 1.6) X 10-21 cm3

• 

Z scans at 1.06 p,m were performed on a 2-mm-thick 
single crystal of ZnTe oriented with the (111) plane per­
pendicular to the propagation direction. 22 The shape of 
the Z-scan signal is drastically different from those of the 
other semiconductor materials. For example, a peak­
valley or valley-peak signature is not obvious from the 
data of Fig. 7. In the three materials mentioned above, 
the bound electronic nonlinearity was found to be nega-
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tive. Thus the bound- and free-carrier refraction are of 
the same sign, and so they add. This explains why the 
Z-scan signal maintains its peak-valley feature at low 
[Fig. 3(b)] and high (Fig. 4) irradiance levels. For each of 
these semiconductors the incident photon energy was 
below but close to the band edge (i.e., well above the 2PA 
edge). The band gap of ZnTe, 2.26 eV, is almost resonant 
with the two-photon transition, 2.34 eV. 

1.1 

0.7 
-50 -30 -10 

Z (mm) 

10 

ZnTe 
A.=1.06p.m 

30 . 50 

Fig. 7. Closed-aperture Z-scan data (S = 0.4) and theoretical fit 
(solid curve) of the ZnTe sample at / 0 = 1.4 GWjcm2

• The data 
were fitted with {3 = 4.2 cm/GW, n 2 = +8.3 x 10-11 esu, and 
ur = 0.75 x 10-21 cm3

• No definite peak-valley or valley-peak 
signature can be observed. 
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Fig. 8. Closed-aperture Z-scan data (S = 0.4) and theoretical fit 
(solid curve) of the ZnTe sample at / 0 = 0.6 GW/cm2

• The data 
were fitted with the same parameters used in Fig. 7. The 
valley-peak configuration indicates that the positive bound elec­
tronic Kerr effect is dominant at this irradiance level. 
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Fig. 9. Closed-aperture (S = 0.4) Z-scan experimental data of 
ZnSe at 1.06 ,urn (filled circles) and 532 nm (open circles) in units 
of z0 = 'TT'Wo 2 /A. This figure clearly shows the dispersion in n2 as 
it changes its sign from positive at 1.06 ,urn to negative at 
532 nm. 

Using the relatively low irradiance of 10 = 0.6 GW/cm2, 
for which n2 is expected to dominate, we observed a valley­
peak signal, indicating a positive n 2 , as is shown in Fig. 8. 
The positive sign of n2 is consistent with theoretical ex­
pectations, as is discussed in Section 4. At the input irra­
diance of 10 = 1.4 GW/cm2 used for the data of Fig. 7, the 
negative free-carrier refraction becomes significant but 
not dominant. At this irradiance the two effects with 
different signs compete to give the unusual shape of the 
Z-scan data. We were unable to go to higher irradiance 
levels because of the low damage threshold of the sample. 
As in the other semiconductors, the 2PA coefficient was 
obtained from open-aperture Z-scan data. The measured 
value is f3 = 4.2 ± 1.1 cm/GW (4.5 cm/GW in Ref. 7). 
The data in Figs. 7 and 8 were fitted with y = +(1.2 ± 
0.4) x 10-13 cm2/W (n 2 = +(8.3 ± 2.5) x lo-u esu) and 
Ur = -(0.75 ± 0.25) X 10-21 cm3

• The errors in these 
values are somewhat higher than for the other materials 
because data from only four Z scans could be used. 

We also measured n2 in ZnSe at 1.06 p.m, where 
two-photon absorption is not present. We obtained n 2 = 
+(1. 7 ± 0.3) x 10-11 esu. In Fig. 9 we plot closed­
aperture (S = 0.4) Z scans obtained in ZnSe at 1.06 and 
0.53 JLm, showing the change in sign of n 2• For Fig. 9 the 
nonlinear absorption was removed from the 0.53-JLm data 

Saidetal. 

by division. In Ref. 11 we showed that dividing the 
closed-aperture Z-scan data by the open-aperture data 
approximates the purely refractive Z scan (also see 
Section 5). This observed dispersion in n2 is consistent 
with the recent theory of Refs. 12 and 23 and is discussed 
further in Section 4. 

4. COMPARISONS BETWEEN EXPERIMENT 
AND THEORY 
In this section we compare our experimental results with 
those of proposed theoretical models for the different non­
linearities involved. First, our measured values of the 
2PA coefficients agree well with earlier reported val­
ues.7·18 Van Stryland et al. 7 give a detailed comparison of 
their experimental results with existing theoretical mod­
els24·25 for 2PA; their results showed remarkably good 
agreement with simple two-parabolic-band second-order 
perturbation theory. Listed in Table 1 are our experi­
mental values of f3 compared with experimental and theo­
retical values from Ref. 7. Also consistent with the 
results of Ref. 7, the only significant deviation between 
experiment and theory was for ZnTe, in which f3 is approxi­
mately four times larger than predicted by this simple 
model. However, in ZnTe two photons couple states only 
3% above the gap, where exciton enhancement and impu­
rity effects m·ay be expected to be important. 26 

The n2 values of our results are compared in Table 1 
with those calculated from the theoretical model of Sheik­
Bahae et al. 12

•
23 This theory relates n2 to the nonlinear 

absorption by using a nonlinear Kramers-Kronig trans­
formation in a relation similar to that between the linear 
absorption and index of refraction. The nonlinear ab­
sorption was calculated by using two parabolic bands and 
includes contributions from 2PA as well as from electronic 
Raman and ac-Stark effects. References 12 and 23 also 
show that n2 is inversely proportional to the fourth power 
of the energy gap. The trend in n2 as a function of the 
ratio of photon energy to band-gap energy23 shows small 
positive values for small ratios; this function slowly rises 
to a broad resonance peak at the 2PA edge and then de­
creases, eventually becoming negative between the two­
photon and single-photon absorption edges. Thus the 
change from negative values of n 2 for semiconductors in 
which two photons couple states well above the gap (i.e., 
ZnSe, GaAs, and CdTe) to a positive value for ZnTe, in 
which two photons couple states only 3% above the gap, is 
expected. Also expected is the positive value of n2 in 
ZnSe at 1.06 JLm, where 2PA is not energetically allowed. 
The excellent agreement between the predicted and mea-

Table 1. Comparison of Experimental and Theoretical Values of n2 and 
Two-Photon Absorption Coefficient f3 

n2 (10-11 esu) {3 (cm/GW) 

Material A (nm) no Exp.a Theor.6 Exp.a Exp.c Theor.c 

ZnSe 532 2.70 -4.0 -3.8 5.8 5.5 4.27 
CdTe 1064 2.84 -20 -21 26 22 25.1 
GaAs 1064 3.43 -27 -31 26 23 19.7 
ZnTe 1064 2.79 83 54 4.2 4.5 0.89 

a This study. 
bRef. 23. 
cRef. 7. 
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Table 2. Contributions to the Change in the Index of Refraction Caused by Plasma and Blocking 
from Various lnterband Transitionsa ' 

Blocking Blocking Blocking Blocking 
Plasma Electron Electron Plasma h-Hole Plasma 1-Hole 

Electron hh-c lh-c h-Hole hh-c 1-Hole lh-c 

ZnSe 20% 33% 23% 4% 16% 2% 2% 
CdTe 27% 23% 21% 7% 15% 4% 3% 
GaAs 34% 25% 24% 3% 10% 2% 2% 

a Here c, hh, and lh refer to the conduction, heavy-hole, and light-hole bands, respectively. 

sured n2 values, including the sign change, is seen from 
Table 1. 

We compare our results for the nonlinear refraction 
caused by free carriers to two different band-filling mod­
els (BF's). These models are the model attributed to 
Aronov et al. 27 and Auston et al. 28 (BF1) and the dynamic 
Moss-Burstein model with Boltzmann statistics 19

•
29

•
30 

(BF2). In these theories the change in refraction that is 
due to carriers is independent of the means of carrier gen­
eration. In BF1 the nonlinear refraction that is due to 
free carriers is calculated directly from the real part of 
the complex dielectric function. The creation of N free 
electrons in the conduction band is accompanied by the 
elimination of N bound electrons in the valence band. 
For off-resonance excitation (liw < Eg) the change in the 
index of refraction is given by28 

21rNe2 E 2 

IJ..n = - 2 2 g 2' 
now meu Eg - (liw) 

(13) 

where meu is the reduced effective mass of the electrons in 
the conduction band and the holes in the valence band. 
In Eq. (13) the hot-carrier effects were neglected because 
the carriers reach the band edge (thermal equilibrium 
with the lattice) within 2 ps,28 which is short compared 
with our 27- and 40-ps pulses. 

In BF2 the free carriers block the absorption at fre­
quencies higher than the energy gap by filling the avail­
able states in the conduction and the valence bands. This 
model uses a Kramers-Kronig integral on this change in 
absorption. The total change in the index of refraction, 
including contributions from electrons, heavy holes, and 
light holes, is given by Wherrett et al. as 29 

IJ..n = _ 27re: {IJ..Ne [ 1 + z(meh Jhe + mez Jze)] 
now me m m 

where 

+ IJ..Ph ( 1 + zmeh Jhh) + IJ..Pz ( 1 + zmez Ju)}, 
mh m m 1 m 

4 mP2 

Z=-----, 
371" 112 li2k 8 T 

J,, = J"' x2 exp(- x2) d 
IJ 2 X' 

o x + aij 

Eg- liw mei. 
aiJ = 

knT mJ 

(14) 

(15) 

(16) 

(17) 

m is the electron mass, e is the electron charge, k n is the 
Boltzmann constant, Tis the temperature in kelvins, Pis 
the Kane momentum31 given by Ep = 2P2m/li2

, and Ep is 

approximately 21 eV for semiconductors. IJ..N and IJ..P rep­
resent the photogenerated electron and hole densities, and 
the subscripts c, h, and l represent the conduction, heavy­
hole, and light-hole bands, respectively. i and j are 
dummy subscripts that represent c, h, or l. IJ..Ph and IJ..P1 

are given by29 

(18) 

Equation (14) is an approximation that is adequate for 
near-resonance radiation. Off resonance, as in 2PA, we 
find that JiJ should be replaced by Fij, where F is defined as 

Fij = _ 2J(mei Eg ) + J(mei Eg - liw) 
mJ knT mJ knT 

+ J(mci Eg + liw) . 
mJ knT 

(19) 

For liw = Eg and Eg >> kn T, the first and third terms on 
the right-hand side of Eq. (19) are extremely small com­
pared with the second term; thus it is reasonable to 
neglect them, as was done in Eq. (14). 19

•
29 In 2PA experi­

ments Eg - liw is comparable with Eg, and all three terms 
in Eq. (19) need to be retained. 

The electrons' contribution to the index change is IJ..Ne 
of Eq. (14), and this term includes blocking caused by elec­
tron transitions from the heavy-hole band and the light­
hole band in addition to the change in the electron 
population in the conduction band. !J..Ph and IJ..Pz give the 
contributions of the holes. Table 2 lists the contribution 
of each of these effects for ZnSe, CdTe, and GaAs. In the 
calculations for Table 2 FiJ was used rather than Jij. It is 
seen from Table 2 that the change in the index of refrac­
tion from transitions between the light-hole band and the 
conduction band (electron blocking, light-hole blocking, 
and free-light-hole generation) contributes =27% for all 
three semiconductors listed. Thus it is reasonable to use 
the approximation of a two-band model when only transi­
tions from the heavy-hole band to the conduction band are 
considered. In our experiments the low-temperature con­
dition, or lliw - Egl >> kn T, is still satisfied; for example, 
in the worst case, that of GaAs, lliw - Egl = 0.25 eV, and 
at room temperature kn T = 0.025 eV. Examining Jij in 
Eq. (16), we see for aiJ >> 1 that Jij = 1r 112 j4a. Substitut­
ing this value for JiJ into Eq. (19), we find that FiJ is propor­
tional to x 2 /(1 - x2

), where x = liw/Eg. Assuming a 
two-band model and substituting FiJ for Jij in Eq. (14) 
shows that the change in the index of refraction that is 
due to the carrier transition blocking is 

!J..n(blocking) IX (liw)2 j[E/ - (liw)2
], (20) 
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Table 3. Comparison of Experimental and Theoretical Values for the Index Change 
per Unit Carrier Density Ur a 

Material A (nm) E8 (eV) mc/mo 

ZnSe 532 2.67 0.15c 
CdTe 1064 1.44 O.lld 
GaAs 1064 1.42 0.07d 
ZnTe 1064 2.26 0.12c 

aBFl, Refs. 27 and 28. 
b BF2, Refs. 19 and 29. 
c Effective mass, Ref. 32. 
d Effective mass, Ref. 33. 

which has the same frequency dependence as the enhance­
ment factor in BFl. This agreement is expected, since 
the same physical mechanism is used in both calculations. 

Table 3 lists the calculated values for BF1 and BF2; all 
three bands are retained in the BF2 calculation (except 
for ZnTe), compared with the experimental values ob­
tained in this study. In the case of ZnTe the light-hole 
effective mass was not available, so we used the two-band 
model. Both models show good agreement with experi­
ment, while the two-band BF1 is simpler. 

It is desirable to compare our results with the theory of 
Banyai and Koch, 34 which includes the effects of electron­
hole Coulomb interaction, plasma screening, and band fill­
ing. To have a quantitative analysis based on that theory, 
one needs to have the value for the interband matrix ele­
ment, which is difficult to calculate from first principles. 35 

This value is therefore often determined by comparing the 
computed and measured linear absorption spectrum. 
Unfortunately we have not been able to perform this 
comparison for our thick bulk semiconductor samples. 
However, when a band-edge absorption coefficient of 
=5 x 104 cm-1 is assumed for all four samples, the values 
for GaAs and ZnTe agree with experiment, while the value 
for CdTe is =2 times too small and the value for ZnSe is 
=10 times too large. Differences in the band-edge ab­
sorption among samples could explain this discrepancy. 

5. SIMPLE METHOD FOR DETERMINING nz 
ANDur 
In Ref. 11, in the absence of nonlinear absorption, we 
showed that the difference in transmittance between the 
peak and the valley, l:l.Tp-u in a Z scan, is related to the 
on-axis phase change at focus, 6.<1> 0 , through the following 
equation: 

(21) 

where p<3> = 0.406(1 - 8)0
·
25 for a third-order nonlinearity 

and p<5> = 0.21(1 - 8)0
·
25 for a fifth-order nonlinearity. 

S is the linear transmittance through the aperture. 
When nonlinear absorption is present, dividing the closed­
aperture Z-scan data (S < 1) by the open-aperture Z-scan 
data (S = 1) gives the approximate contribution from 
nonlinear refraction. The conditions for the validity of 
these approximations are detailed in Ref. 11. In addition, 
Fig. 2, which can be used to determine {3 directly even at 
high irradiance levels, shows the contribution of 2PA to 
the Z-scan signal at focus. 

lurl (10-21 cm3
) 

mv/mo Exp. Theor.a Theor.b 

0.78c 0.8 1.6 1.6 
0.35d 5.0 5.9 5.9 
0.68d 6.5 7.2 6.2 
0.60c 0.75 2.4 2.2 

Using relation (21), we empirically find that the follow­
ing simple procedure gives a quick estimate of 'Y and u r· 

First a closed-aperture Z scan and an open-aperture 
Z scan are performed at the same input irradiance, and 
the closed-aperture data are divided by the open-aperture 
data. From the resultant curve l:l.Tp-u is determined, and 
this value is divided by p<3lkLerrl0 /2112

• Here a in Lerr is 
taken as a = a 0 + {310 • This procedure is performed at 
various irradiances, and the results of these calculations 
are plotted as a function of / 0 • If there were no higher­
order nonlinearities, this procedure would give a horizon­
tal line with vertical intercept 'Y· Thus, with free-carrier 
refraction present, the curve is approximately a plot of 
l:l.n/10 versus / 0 , which is a straight line with an intercept 
of 'Y and a slope of Cu ro where C is given by 

C = 0.23({3t0/fzw) (22) 

for low linear absorption (a0 L < 0.2). t 0 is the pulse 
width defined in Eq. (6). In what follows we explain how 
the coefficient C is obtained. When nonlinear refraction 
is caused by both a third-order nonlinearity and a fifth­
order nonlinearity, we assume that 

lD 

0 
T-i 

f:l.Tp-u = f:l.Tp-u (3) + f:l.Tp-u (5) 

= p<3lk(6.n)<3>Lerr + p<5lk(f:l.n<5l) 

X [1 - exp(- 2aL)]/(2a), (23) 

20 

15 
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I ( GW / c m
2

) 

Fig. 10. lln/10 directly derived from llTp-u plotted as a function 
of 10 for ZnSe. The interceEt of the straight-line best fit to the 
data yields y = -6.4 x 10- 4 cm2/W, and the slope gives ur = 
-1.1 X 10-21 cm3

• 
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Fig. 11. !l.n/Io plotted as a function of 10 for CdTe (filled circles) 
and GaAs ~open circles). The best fits to the data give y = 
-2.7 x 10- 3 cm2/W and ur = -5.2 x 10-21 cm3 for CdTe and 
y = -4.1 x 10-13 cm2/W and ur = -5.9 X 10-21 cm3 for GaAs. 

(24) 

where N(t) is given by Eq. (4). Dividing relation (23) by 
p<3>kJoLerr/2112

, we obtain 

(I::J.n)/lo = '}' + Curio, (25) 

where Cis defined by relation (22). 
We applied this method to the semiconductors studied in 

Section 3. For ZnSe at 532 nm we obtain y = -6.4 x 
10-14 cm2 /W (n 2 = -4.1 X 10-11 esu) and ur = -1.1 x 
10-21 cm3

• These values were extracted from Fig. 10. In 
Fig. 11 we show the results of CdTe and GaAs at 1.06 p,m. 
The best fits to the lines gave y = -2.7 x 10-13 cm2/W 
(n2 = -1.8 x 10-10 esu) and u = -5.9 x 10-21 cm3 for 
CdTe and y = -4.1 x 10- 13 cm2 /W (n 2 = -3.3 x 
10-10 esu) and u = -5.9 x 10-21 cm3 for GaAs. Compar­
ing these values with those obtained in Section 3 by fitting 
the experimental data, we find that the maximum error is 
for ur of ZnSe and is +37%. In most other cases this pro­
cedure gives values within 10% of the previous fits. 
Therefore the above method is a quick procedure for 
simultaneously estimating the electronic Kerr effect and 
the free-carrier refraction in semiconductors. 

6. CONCLUSION 

We have measured un the refractive-index change per 
carrier-pair density, in the presence of two-photon absorp­
tion and bound electronic nonlinear refraction in four dif­
ferent semiconductors. This procedure also required us 
independently to measure both {3, the two-photon absorp­
tion coefficient, and n 2 , the third-order nonlinear refrac­
tive index. Thus the applicability of the Z-scan technique 
has been extended to the measurement of free-carrier re­
fraction. From comparisons of our results with theory, 
we conclude that u r as well as {3 and n 2 can be predicted 
within factors of 2 from simple two-band models. The 
free-carrier refraction is explained well by band-filling 
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models.19
•
27

-
29 {3 is predicted well by the theory presented 

in Refs. 24 and 25. n 2 is described well by the theory 
presented in Refs. 12 and 23, which is based on knowledge 
of the two-photon absorption spectrum. The agreement 
between experiment and what can only be described as 
highly simplified model calculations of complicated band 
structures of widely differing semiconductors must be 
attributed to a relative insensitivity of these nonlinear 
parameters to the details of the band structure. In addi­
tion, the effects of higher bands must be minimal. This 
fortuitous circumstance permits prediction of the nonlin­
ear response with knowledge of only a few basic material 
constants, namely, the band-gap energy, the linear refrac­
tive index, and the photon energy, despite the fact that 
there are three competing nonlinearities. 
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