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Experiments measuring the transmission of 5 nanosecond (FWHM), 532 nm pulses
through an optical limiter using two different nonlinear materials at two separate fo-
cal planes show by far the highest dynamic-range measured to date. This cascaded
focus, f/5 optical limiter combines self focusing and consequent nonlinear scattering in
CS2, with reverse saturable absorption in lead-phthalocyanine (PbPc). Both the AC
Kerr effect and electrostriction contribute to the total refractive index change in CS2.
Our beam propagation code is used to model the propagation of light through the 2 cm
thick CS2 cell placed at the first focus, which protects a second 0.1 mm cell contain-
ing a solution of PbPc placed at the second focus. An aperture is placed in the focal
plane of a final focusing lens to measure the “encircled” energy, defined as the energy
passing through a 1.5 mrad diameter focal-plane aperture. Experiments and modeling
show that the strong self-focusing in the CS2 keeps the energy at the second cell below
its damage threshold. This combination of nonlinearities clamps the maximum encircled
energy below 1 µJ for input energies up to 14.5 mJ at a 10 Hz repetition rate. This
corresponds to a dynamic range of at least 7500 while it is possibly much greater since
no damage occurred to any device components. Here we present details of the operation
of this device.

1. Introduction

In recent years, there have been considerable efforts to develop new materials and

devices for high performance optical limiting. Optical limiters are devices that ex-

hibit high transmittance for low inputs while for high inputs the transmittance is

low. These devices are designed to keep the optical power, irradiance, energy or

fluence transmitted below some specified maximum value, independent of the mag-

nitude of the input. They could, for example, be used to protect sensitive detection

components such as optical sensors and human eyes from damage. According to

Grolier–Mazza,1 the maximum permitted exposure (MPE) at the entrance of the

human eye pupil for nanosecond pulses is 0.5 µJ/cm2 at a wavelength of 0.5 µm.
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Others have determined that for nanosecond pulses permanent damage occurs for

a total energy entering the eye of approximately 1 µJ.2,3

The performance of an optical limiter can be measured either by its figure of

merit (FOM) and/or its dynamic range (DR). The FOM is defined as the ratio of

linear transmittance to minimum transmittance at high energy (TL/Tmin), while

the DR is defined by the ratio of damage energy to the limiting threshold energy.4

Because in most cases Tmin occurs at the input energy at which the limiting device

itself damages, for most limiters these two numbers are the same.

Many different nonlinear optical limiting processes, such as nonlinear refrac-

tion,5–7 nonlinear scattering,8–12 polarization changes,13,14 multi-photon absorp-

tion,15–18 and reverse saturable absorption,19–30 have been studied in different

materials including Kerr liquids, semiconductors, organics, organometallics,

colloidal suspensions, and liquid crystals.31,32

Molecules that exhibit reverse saturable absorption (RSA) have become the

subject of intense study in recent years due to their large nonlinear response. In

1967, Giuliano et al.,19 were the first to describe this process determining that it

occurs in materials where the excited-state absorption cross-section σex is greater

than the cross-section of the ground state σg. This behavior has been studied in

several types of organic molecules, including metallophthalocyanines20–24,27,28 and

polymethines.29

For a single element of RSA material, the figure of merit (FOM), could be theo-

retically very large depending on the relative values of σex and σg.
4 However, while

an RSA material placed in a focal plane can strongly limit the transmittance of

nanosecond laser pulses, the limiting element itself eventually undergoes optical

damage, constraining its dynamic range (for a liquid the damage occurs to the con-

tainer walls).4 Sometimes the material still continues to limit the transmitted energy

even after it has damaged.28 However, permanent damage can be catastrophic for

nonlinear liquids in glass cells and is generally undesirable for any optical limiter.

To improve the performance of optical limiters using RSA, a multiple-cell device in

a focused-beam geometry was developed.4,21,23,24,30 In its simplest form, this optical

device, referred to as a tandem limiter, consists of an RSA element placed at or near

the focus with another element placed before the focus. Before the element near the

focus damages, the one placed before focus activates, limiting the fluence or irradi-

ance and protecting the near-focus element. Similarly, multiple RSA elements can

be positioned in a converging beam geometry so as to further increase the FOM.4

The spacing between the devices is determined by the focusing and is optimized

by a specific geometrical progression as described by Hagan et al.4 Experimentally,

3-element tandem limiters were shown to have FOM ' 400.23,24 In Ref. 24, the

output energy was clamped below a maximum value of 12 µJ for input energies up

to the damage energy of 7 mJ, approximately one order of magnitude better than

a single-element device. This idea was extended by Miles,30 who showed that the

absolute optimum performance of an RSA limiter could be achieved by taking the

limit of an infinite number of tandem elements which results in a graded molecular
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concentration in the direction of focus.

Recently, we reported preliminary results of a very high dynamic range optical

limiter for nanosecond pulses with a FOM ≥ 7500, using an f/5, cascaded-focus,

optical geometry with a CS2 cell in the first focal plane to protect an RSA material

in the second focal plane.33 In this paper we present a detailed experimental charac-

terization of this optical limiter, along with a numerical beam propagation analysis

that reveals how the effect of electrostriction enhances the nonlinear refraction in

CS2 for nanosecond pulses.

2. Experimental Setup

The experimental setup, shown in Fig. 1, consists of a 1 or 2 cm thick CS2 cell at the

first focus (depending on the input energy range), and an RSA solution in a thin cell

(0.05–0.1 mm) at the second focus. We used a frequency-doubled, Q-switched, 5 ns

Full-Width at Half-Maximum (FWHM), single-longitudinal mode Nd:YAG laser

with a wavelength of 532 nm, operating at a 10 Hz repetition rate. The input beam

overfills the aperture A1, to produce a nearly “flat-top” beam at the input of the

system. To focus the beam into the samples we used 10 cm focal length lenses; L1

and L3. Lenses L2 (f = 10 cm) and L4 (f = 4 cm) re-collimate the beam after the

first and second cells. Apertures A1 and A2 (2 cm diameter) along with A3 (0.8 cm

diameter), define the f/5 focusing and collection geometries. In both focal planes,

the low irradiance spot-size was measured via the thin-sample Z-scan technique34

to be ∼= 6 µm (HW1/e2M), which is approximately 4 times diffraction limited. A

2.5 cm diameter lens, L5, collects the whole transmitted beam into detector D1

to measure the transmitted energy. A small aperture (A4) was placed in the focal

plane of L5 and in front of D1 to measure the “encircled” energy (Een) which is

defined as the energy passing through a 1.5 mrad diameter focal-plane aperture.2

In our case, the focal length of L5 is 100 cm and hence the aperture diameter is

1.5 mm. A half-wave plate in combination with a polarizer was used before aperture

A1 to control the total input energy. The input energy (Ei) was monitored using

beamsplitter between A1 and L1 that directed a small component of the beam onto

a calibrated detector. (These are not shown in Fig. 1).

L1 L2 L3 L4 L5
A1

A3

CS2
PbPc

A4

P1 P2
P3

A2

D1

Fig. 1. Experimental setup for the, high-dynamic-range optical limiter, using an f/5 cascaded-
focus optical geometry.
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We used commercial Pb-Phthalocyanine (PbPc(CP)4 90% from Sigma–Aldrich

Inc.) in chloroform solution as the RSA material.28 This solution was filtered with

a 0.22 µm filter to eliminate small particles in the solution. PbPc(CP)4 has a large

excited state absorption cross section associated with a long-lived (36 ns) inter-

molecular charge transfer state.28 This mechanism, as well as long-term stability

of the solution, requires a high concentration, so the solution must be held in very

thin (50 ∼ 100 µm) cells to maintain a sufficiently high linear transmittance, TL.

The low irradiance transmittance for the resultant dye solution was measured at

the operating wavelength of 532 nm to be 60%, while the total linear transmittance

for the entire system, including Fresnel losses and the 1.5 mrad aperture, is 21% (no

antireflection coatings were used on several optical surfaces). With antireflection

coatings, the total linear transmittance could be as high as 60%.

3. Experimental Evaluation of the System and Discussion

To understand how the limiter works, we first identify the individual contributions

of each limiting element. In Fig. 2, we show the encircled energy transmittance,

(Een/Ei) versus input energy (Ei) for three different experiments. The squares

show the transmittance with the 1 cm CS2 cell placed far from the first focus and

the PbPc/chloroform cell positioned in the second focal plane. In this case, only

the PbPc contributes to the limiting, as the irradiance in the CS2 is too small to

induce any nonlinear effect. We can see the performance of this compound as an

optical limiter up to a maximum input energy of 47 µJ where the PbPc glass cell

damages. This corresponds to a FOM ≈ 31. The circles show the situation where

the CS2 cell is positioned with the first focus inside the CS2 cell (3 mm from the rear

window) while the PbPc solution is moved far from the second focus. In this case,
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Fig. 2. Normalized encircled energy vs. input energy. Squares (�) — CS2 cell far from the first
focus and the PbPc cell at the second focus, circles (©) — CS2 cell at the focus and the PbPc far
from the second focus, crosses (+) — Both cells are placed at their respective foci.
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only the CS2 contributes to the limiting because the fluence at the second cell is not

enough to generate significant excited-state absorption. A sharp limiting threshold

for the CS2 occurs at an input of ∼= 14 µJ. Such a sharp threshold is expected

for a self-focusing medium in which limiting is due to strong scattering from the

laser-induced breakdown produced above the critical power for self focusing, Pc.
5,35

Because the CS2 is a liquid, it is not permanently damaged by this breakdown. The

crosses show the case where both cells are placed at their respective foci. The CS2

protects the PbPc cell because Pc is reached well before the second cell damage

threshold is reached. No damage is observed up to the maximum incident energy

of 1 mJ for this particular set of experiments.

The dominant contribution to nonlinear refraction in CS2 is often due to opti-

cally induced molecular reorientation, sometimes known as the AC Kerr effect. For

the Kerr effect, the refractive index is given by n(I) = n0+n2I, and is purely irradi-

ance dependent in a thick cell. This results in a critical power rather than irradiance

since the self focusing must overcome beam spreading by diffraction. While irradi-

ance depends on the beam area, the diffraction length (or “Rayleigh range”), z0, is

also proportional to the area. For samples much longer than z0, the effective inter-

action length is ∼ z0, so that the beam area cancels and hence the process is power

dependent. The critical power is reached when the self focusing just overcomes the

diffraction.35 Our measured value of Pc is significantly smaller than predicted from

the known value of the nonlinear Kerr index in CS2 (n2 = 3.1× 10−14 cm2/W to

yield Pc = 8.2 kW at 532 nm).5 This would correspond to an energy of 43.5 µJ for

our pulsewidth. However, for the tight focusing geometry and the laser pulsewidth

in this experiment, the refractive index change due to electrostriction can contribute

significantly to the nonlinear index change in CS2. This is fortunate, as the Kerr

effect alone is barely sufficient to protect the PbPc from damage. In Sec. 5, we

describe our modeling of the contribution of electrostriction.

To better determine the dynamic range of the limiter, the experiment was re-

peated for higher input energies. In this experiment we used a 2 cm thick CS2 cell,

and the linear transmittance of the PbPc solution was 50%. Antireflection coatings

were used on most of the optical surfaces, but the total transmittance through the

entire system remained low, 21% (including the 1.5 mrad aperture). We determined

that the cumulative spherical aberrations were reducing the linear transmission, par-

ticularly at the 1.5 mrad aperture. Future efforts will concentrate on improving the

optical system design to minimize these aberrations. Figure 3 shows the output

encircled energy as a function of input energy up to 14.5 mJ, with the second cell at

two different positions. While the behavior is very good in both cases, the output

energy is clamped to a lower value when the cell is positioned before the focus. As

we show in Fig. 4, the two positions for the PbPc cell were determined by performing

open aperture Z-scans of the thin PbPc cell.34 These positions correspond to the

Z-scan minima for this sample at low (73 nJ) and high (8.4 mJ) energies. These two

positions correspond to the linear focus and 400 µm before the focus, respectively.

The minimum position remains at 400 µm before focus over a wide range of input
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Fig. 3. Output encircled energy vs. input energy, for the high-dynamic-range optical limiter using
an f/5, cascaded-focus optical geometry. Circles (©) correspond to the second cell placed at the
linear focus, and squares (�) to the cell positioned 400 µm before the linear focus.
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Fig. 4. Open aperture Z-scan for the PbPc/CHCl3 solution at the second focus. Squares (�) —
low energy Ei = 73 nJ, inverted triangles (∇) — high energy Ei = 8.4 mJ not normalized.

energies from below 1 mJ to 14.5 mJ. Evidence of degradation of the linear optical

performance of the system due to aberrations is shown in Fig. 5 where data with the

1.5 mrad aperture is compared to data with the aperture removed. The effective

aperture is then determined by the 1 cm diameter of detector D1. At low energy

these two sets of data should coalesce since a diffraction limited spot would subtend

substantially less than 1.5 mrad. In addition, this graph shows the effect of beam
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Fig. 5. Logarithmic plot of output encircled energy, circles (©), and total transmitted energy as
measured on a 1 cm diameter detector in the focal plane of lens L5, squares (�), versus incident
energy.

spreading helping the limiting process. The encircled energy is clamped while the

transmitted energy continues to rise slowly.

We also measured the spatial profiles of the beam for several input energies at

positions P1, P2, and P3 indicated in Fig. 1. In Fig. 6, we show profiles after the

first cell (P2) and after the second cell (P3). We took images at many different

energies using a CCD camera with a pixel size of (12× 12 µm); however, we only

show beam profiles at a few representative energies, which qualitatively show all

the interesting effects. At P2 we inserted a beamsplitter before the aperture to

allow the beam to propagate in free space for approximately one meter. We found

that this allowed us to see more changes in the beam profile with increasing in-

put energy, as the beam profile at aperture A2 was always more or less uniform.

At low input energy, 2 nJ, the beam profile at P2 [Fig. 6(a)] is indistinguishable

from the input beam at P1, showing no obvious signs of spherical aberration. The

spatial modulation is the spatial noise on the laser output beam profile after being

expanded, clipped and propagated. However as the input is increased to 46 µJ the

low spatial frequency modulation is enhanced with significant areas showing less

than 50% of the maximum transmittance [see Fig. 6(b)]. As the input energy is

increased to about 1 mJ and above, the pattern at P2 changes qualitatively. A fine

spatial pattern evolves which changes from pulse to pulse, reminiscent of speckle,

and this pattern appears to shrink to a narrow beam within the projection of the

exit pupil defined by aperture A2. Figure 6(c) shows the final manifestation of this

process at high energy, 6.7 mJ although the same qualitative pattern is seen from

below 1 mJ up to the maximum laser output. This pattern is not seen without the

increased propagation distance allowed with the beamsplitter in place. We can only

speculate as to the cause of this very well defined pattern. Looking at the side of
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g

Fig. 6. Spatial beam profiles as measured on a CCD at positions P2 and P3 for several incident
energies. (a) P2, 2 nJ; (b) P2, 46 µJ; (c) P2, 6.7 mJ; (d) P3, 2 nJ; (e) P3, 33 µJ; (f) P3, 2.2 mJ;
(g) P3, 6.7 mJ.
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the CS2 cell, as the input energy increases a line of breakdown develops that moves

closer and closer to the cell input window showing that the self focusing occurs

earlier in space as well as in time, as expected. This focusing prior to the linear

optics focal position means that this energy can be reimaged by lens L2 after the

CS2 cell. However, the fact that the CCD temporally integrates the entire pulse

and the fact that the central beam is well defined with sharp edges means that most

of the energy is contained in this stable beam. It is possible that this is related to

the development of spatial solitons.36 It seems unlikely that a temporally moving

focus running back and forth as the energy increased and decreased could lead to an

image with such well defined edges. In addition, it is possible that the breakdown

plasma creates further lensing effects that stabilize the filamentation.37 Modeling

such beam propagation, which occurs above the threshold for ionization, is beyond

the scope of this paper.

At position P3 we removed aperture A3 and also let the beam propagate for

some distance (approximately 1 m). At low energy, 2 nJ, the beam appears in

Fig. 6(d) as a flat top surrounded by a ring. This shows the severe spherical aberra-

tions that accumulate with the four doublet lenses used in the system. A Zemaxr

simulation shows that this should not be unexpected. Images taken through the

entire system appear undistorted. Unfortunately, the aberration makes full in-

terpretation of the nonlinear propagation more difficult. As the energy increases

to 33 µJ [Fig. 6(e)] the energy inside the ring appears to have been effectively

eliminated while the ring remains. However, as the energy is increased further

this phenomenon reverses so that the central portion of the beam, now highly

modulated, fills in and the ring washes out, as shown in Fig. 6(f) for 2.2 mJ.

The final figure in this series [Fig. 6(g)] at 6.7 mJ shows that energy eventually

spills out beyond the extent of the original flat-top beam which would normally be

clipped by aperture A3. Future studies will be performed with a lens system cor-

rected for spherical aberration to better delineate the effects of the nonlinearities on

beam propagation.

Using a fast Si photodiode, we monitored the temporal behavior of the pulse

at the input, between the CS2 and PbPc elements and at the output (positions

P1, P2 and P3 in Fig. 1, respectively). In Fig. 7 we show the on-axis irradiance

versus time for an input energy of 100 µJ at positions P1, P2 and P3. As expected,

the effect of each nonlinear element is to limit the end of the pulse more strongly

than the beginning. However, at position P2 this effect is quite small, and the peak

irradiance is shifted to earlier times by only about 1 ns. As the energy corresponds

to a peak power well above Pc, it might be expected that the pulse would be rapidly

truncated once Pc is reached. This expectation would be reasonable if the entire

beam were to undergo critical self-focusing as a unit. However, as seen in Fig. 6,

our input beam profile is somewhat noisy so it is likely that the beam is breaking

up into filaments as it self focuses. Further evidence for this was discussed earlier in

relation to the spatial beam profiles. This should be a more gradual process than

whole-beam self-focusing. At position P3, the shift of the peak is more pronounced,
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Fig. 7. Temporal behavior of the on-axis irradiance at positions P1, solid line; P2, squares (�);
and P3, triangles (∆) for an incident energy of 100 µJ.
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Fig. 8. Temporal behavior of the on-axis irradiance at position P3 for a incident energy of 3 mJ for
three positions of the PbPc cell with respect to the high energy Z-scan of PbPc shown in Fig. 4.
The dashed line is for the PbPc at the Z-scan minimum, square (�) correspond to the PbPc
slightly before the Z-scan minimum and circles (©) correspond to the PbPc sample positioned
slightly after the minimum. The solid line shows the incident pulse (not to scale) for reference.

as would be expected since the PbPc dominates the low energy limiting and the

limiting increases with time as the excited state population builds up.

At higher energy, the temporal behavior at P3 provides some insight as to how

the CS2 affects the position of the second focus. Figure 8 shows the temporal

behavior of the on-axis irradiance at a 3 mJ input energy for three positions of the
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PbPc with respect to the Z-scan minimum at this energy, (i.e. high energy Z-scan

as shown in Fig. 4.) The input pulse (solid line) is also shown for reference. With

the PbPc placed after (circles) the Z-scan minimum, the transmitted pulse is more

strongly attenuated for early times than for other positions of the PbPc. This is

probably because at early times, the self-focusing in the CS2 is weak, so that the

second beam waist is still close to its linear optics position. Hence early in the

pulse, the RSA should be stronger with the PbPc placed closer to the low-energy

Z-scan minimum. For the PbPc placed before the high energy Z-scan minimum,

(squares) the beam waist starts out far from the sample so the RSA is weak at

early times. With the PbPc placed at minimum transmittance, (dashed line) the

overall peak is reduced and the pulse is slightly temporally modulated. For early

times the limiting is somewhat less than optimal, but for later times the limiting

efficiency increases.

4. Damage Testing

In order to test the ultimate effectiveness of this limiter design for protecting de-

tectors against nanosecond, 532 pulses, we placed a commercial video camera (JVC

model # GR-AX750U) in place of the final focusing lens. Unfortunately, due to

an automatic-iris exposure control, the exact f/# could not easily be determined.

When subjected to single pulses separated by seconds no apparent damage was

observed up to the maximum laser output (14.5 mJ). The appearance of the mon-

itor showed bright flashes that progressively bloomed as the input was increased;

however, they never covered the entire field of view and only lasted for a couple of

frames. On the other hand, when the laser beam was allowed to enter the camera

at the full 10 Hz repetition rate, a single-pixel damage site was observed at an input

of ∼= 1 mJ. After a second or two and at higher inputs (a few mJ) this single site

grew into multiple pixels that then progressively turned into a black line in the scan

(only in one direction from the original damage site). Apparently the effects of a

single pulse on the temperature or CCD readout current lasts for more than 1/10th

of a second so that the accumulated heat or current causes permanent damage. It

also remains to be seen what the effect of reducing the spherical aberrations in the

optical system will have on the operation of the device.

5. Numerical Modeling

Beam propagation codes have been successfully used to model propagation of light

in bulk nonlinear media. The finite-difference Crank–Nicholson algorithm, which

proved to be more efficient than spectral techniques in terms of computational speed

and stability, is used here as a tool for numerical analysis.38,39 The reasonable

assumption of cylindrical symmetry is made to reduce the dimensionality of the

problem and decrease computational time. Here we make a comparative analysis of

the contributions of the Kerr effect and electrostriction to critical self-focusing for

different pulsewidths assuming Gaussian temporal and spatial profiles. The results
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qualitatively explain the experimentally observed reduction of the critical power for

self-focusing, Pc.

Using a nonlinear optical beam propagation code previously developed for op-

tical limiting,38,39 we have modeled the beam propagation through CS2 including

both Kerr effect and electrostriction for a variety of different pulsewidth and beam

radius combinations. Molecular reorientation in CS2 (∼= 2 ps response time) can

be considered to be instantaneous on the time scale of the experiment.5 Therefore,

the calculation of the Kerr effect contribution is relatively straightforward. Local

changes in the refractive index are found as follows:

∆n(r, z) = n2I(r, z) , (1)

where n2 is the Kerr index and I(r, z) is the irradiance distribution. When n2

is positive, self-focusing results. For samples that are thicker than the Rayleigh

range, as self focusing results in an increase in irradiance, which in turn leads to

more self focusing, and so on, there is a sharp threshold above which the beam will

collapse to a very small size, resulting in breakdown of the material. According to

Marburger,40 the threshold occurs at a critical power, Pc, irrespective of the way

the beam is focused into the sample. For a pure Kerr-like nonlinearity:

Pcr =
3.77λ2

8πnn2
, (2)

where λ is the wavelength of light and n is the linear refractive index. Our numerical

model of beam propagation is adequate for irradiance levels up to values close

to Pc. However, it cannot completely describe critical self-focusing. In the later

stages of beam collapse the paraxial approximation, which is used in the Crank–

Nicholson algorithm, is no longer valid, and the full vectorial Maxwell equations

should be solved to determine the subsequent evolution of the optical field.41,42

Also our analysis here does not aim to adequately describe light scattering resulting

from plasma and bubble formation in the liquid as the optical field increases above

Pc. Hence, we concentrate on modeling the relative contributions from the Kerr

effect and electrostriction to the nonlinear refraction just below the critical power.

Changes of the refractive index due to electrostriction are not local. The in-

creased density and hence refractive index result from the transport of liquid to-

wards the focal region. Therefore, the effect is only important when the pulse

width is comparable to or larger than the transit time of acoustic waves across the

beam. The density changes can be described by the linearized hydrodynamic equa-

tions. For a non-viscous liquid, we can combine the continuity and Navier–Stokes

equations to obtain the acoustic equation for a density perturbation ∆ρ:38

∂

∂t

[
∂2(∆ρ)

∂t2
− C2

S∇2(∆ρ)

]
=
C2
Sβ

cp
∇2(αLI)−

γe

2nc

∂

∂t
∇2I . (3)

Here the terms on the right-hand side represent absorption (with consequent thermal

expansion) and electrostriction respectively, β is the thermal expansion coefficient,
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cp is the specific heat, αL is the linear transmittance, c is the speed of light, CS
is the speed of sound, and γe = (n2 − 1)(n2 + 2)/3 is the electrostrictive coupling

constant derived from the Lorentz-Lorenz law.

Since absorption is negligible at 532 nm in CS2, the first term on the right hand

side can be dropped. Using the relation (∂n/∂ρ)T = γe/(2nρ), we end up with the

following equation for the index change:

∂2(∆n)

∂t2
− C2

S∇2(∆n) = −
(
γe

2n

)2
1

cρ
∇2I . (4)

This equation is solved numerically for each time-slice of the optical pulse and the

results are stored as the initial index distribution for the next time-slice. In this

way the optical pulse and acoustic wave propagation are treated simultaneously.

Contributions of electrostriction and the Kerr effect to the refractive index

change are shown for the temporal center of the pulse on the axis of the beam

in Fig. 9. The 14 µJ incident energy is just below Pc. For our experimental con-

ditions of 5 ns (FWHM) pulses and 6 µm (HW1/e2M) beam radius, the refractive

index change due to electrostriction is approximately equal to that due to molecu-

lar reorientation in the center of the pulse. When both effects are considered, the

change in refractive index is larger than the linear sum of the corresponding index

changes. This happens due to the nonlinear character of beam propagation. The

additional effect of index change due to electrostriction contributes to the increase

of irradiance, which in turn results in larger nonlinear index change due to Kerr
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Fig. 9. Calculation of the on-axis refractive index changes versus position in a CS2 cell at the center
of the pulse in time. Input energy, 14 µJ, beam waist w0 = 6 µm, pulsewidth τFWHM = 5 ns.
Circles (©) — pure Kerr, squares (�) — pure electrostriction, inverted triangles (∇) — both
effects at the same time.



436 F. E. Hernández et al.

0

5

10

-4 0 4

+ + + + + + + + + + + +
+

+
+

+

+

+
+

+

+

+

+
+

+
+ + + + + + + +

time (ns)

∆n
 (

*1
0-4

)

               0

Fig. 10. Calculation of the on-axis refractive index changes versus time, within the pulse. Ei =
14 µJ, beam radius w0 = 6 µm, pulse width τFWHM = 5 ns. Circles (©) — pure Kerr, squares
(�) — pure electrostriction, inverted triangle (∇) — both effects at the same time, crosses (+)
— pure Kerr for E = 2.5 Ei.
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Fig. 11. Shift of the maximum refractive index change vs. pulse width. Constant power and
beam radius w0 = 6 µm (HW1/e2M). Squares (�) — Electrostriction only, diamonds (�) — both
Kerr effect and electrostriction. Note: lines are to guide the eyes and are not the results of actual
calculations.

effect, and vice versa. In this way, both effects enhance each other in the process of

propagation. This explains why the critical power for self-focusing is considerably

lower than the value obtained from Eq. (2). As shown in Fig. 10, the refractive index

change due to the Kerr effect reaches its maximum in the middle of the pulse. The

electrostrictive contribution to the refractive index, however, continues to increase
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and is maximized some time, τ , after the center of the pulse has passed. This delay

time τ is related to the time it takes for the density perturbations to move across

the beam waist (at the speed of sound). It also depends on pulse duration as shown

in Fig. 11. A similar, but smaller shift of the maximum refractive index change

occurs when both Kerr effect and electrostriction are taken into account. For our

experimental parameters, the refractive index change exceeds that of the pure Kerr

effect by a factor of 4 in the center of the pulse, where the incident irradiance

is maximum, and the peak index change due to the combined effects is 6.5 times

the maximum index change due to the Kerr effect alone. Though the mechanisms

of index changes due to electrostriction and Kerr effect are different, we can gain

some insight into the self-focusing process by comparing the values of the maximum

refractive index change due to both processes with that of the pure Kerr effect at

higher power levels. The resulting index change is comparable to that induced by

the pure Kerr effect when the pulse energy is ∼= 2.5 times higher (crosses in Fig. 10).

This agrees reasonably with the experimentally observed factor of ∼= 3 difference

with respect to Pc calculated from Eq. (2) and explains the experimentally observed

critical power of 2.6 kW. The difference between experimental results and numerical

simulation may be attributed to combination of experimental error, the assumption

of a Gaussian spatial profile and the use of the paraxial approximation, which does

not hold when critical self-focusing occurs in nonlinear media. A more rigorous

numerical treatment, however, results in a substantial increase of calculation time

and therefore has not been attempted at this point.
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Fig. 12. Calculated on axis refractive index change at maximum irradiance as a function of
pulse width for constant power and 6 µm beam radius. Triangles (N) — Kerr effect only,
squares (�) — electrostriction only, circles (•) — both effects at the same time. Note: lines
are to guide the eyes and are not the results of actual calculations.
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For a constant focused spot size, electrostriction should provide lower critical

powers for longer pulses which allow the density changes to propagate farther within

the pulse.38 In Fig. 12, we show the refractive index change at pulse center versus

pulse width, for constant power and beam waist (6 µm HW1/e2M). For a pure

Kerr effect the refractive index change does not depend on pulse width while the

electrostrictive contribution increases for longer pulses, as expected. When both

effects are included at the same time, the index changes behave as in the case of

pure electrostriction. Therefore, Pc should decrease as the pulsewidth increases.

However, the energy at which Pc is obtained will still increase as the pulse width

increases simply because the energy increases linearly with pulse width. This rate

of increase is less for electrostriction than for the Kerr effect.
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Fig. 13. Measured two photon absorption coefficient versus incident wavelength for CS2. (After
Ref. 43.)

6. Conclusions

The multiple focus geometry (here 2 foci) of the optical limiter reported here adds to

the flexibility in optimizing the use of materials’ nonlinear optical responses. While

we have demonstrated an optical limiter with a dynamic range of the order of 104

using CS2 and PbPc, there are a variety of other options to try that might not

be possible with other limiter geometries. For example, CS2 might be replaced by

a carbon black suspension (CBS) which can have fairly high linear transmittance

and has been shown to give excellent, broadband limiting with a slightly higher

limited output. CBS has also been shown to limit for longer pulses, where it is

expected that the CS2 may no longer work well. Even though the electrostrictive

contribution to the index change grows for longer pulses, the energy transmitted by

the CS2 will rise for longer pulses. It is not yet clear whether it will continue to pro-

tect the PbPc cell for 100 ns or longer pulses. Another option is use CS2 as the host

for CBS, thus combining their nonlinearities. It may also be possible to add two-
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photon absorber (2PA) dyes into the first cell (perhaps using CS2 as the solvent).

Again, the linear loss can be held negligible. Also many 2PA dyes exhibit excited

state absorption which can substantially increase their limiting performance.17 2PA

dyes have shown promise but have not been able to limit the output to low enough

levels. However, the combination of 2PA with the second RSA cell may work well.

As it turns out, CS2 exhibits 2PA for wavelengths shorter than 490 nm as seen in

Fig. 13.43 Such processes may also extend the wavelength coverage of limiting de-

vices. PbPc exhibits RSA from 440 nm to 610 nm;44 however, the linear absorption

is large outside this bandwidth, providing protection. Clearly, the use of two focal

planes offers a number of new possibilities for the optimization of optical limiting.
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