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Analytical approach to dynamics of reverse
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We develop an analytical approach to the dynamics of band populations of reverse saturable absorbers modeled
by the three-level approximation of the five-level rate equations. We find high-accuracy approximate solu-
tions to these rate equations, taking into account the temporal shape of the incident laser pulse for different
regimes of excitation. The results obtained are confirmed by direct numerical integration of the rate equa-
tions and are verified by solution of the full system of the rate and the propagation equations. The validity
ranges of the approximations are determined. We also prove that for input pulses that are much longer than
the lifetime of the first excited state the ground-state depletion obeys the same functional dependence on the
input fluence as in the case of rectangular input pulses. The dynamics of the excited states, however, explic-
itly depends on the pulse shape. We quantitatively estimate the effect of various parameters on the nonlinear
absorption coefficient and discuss implementation of the approach by a beam propagation method to reduce the
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1. INTRODUCTION

During several recent years considerable efforts have
been put forth to study the mechanisms of optical power
limiting, synthesize new materials, and develop devices
with advanced properties. Optical limiters are used to
protect sensors, including human eyes and other sensitive
optical elements, from laser-induced damage. The de-
sired transmittance of such an optical element is inher-
ently nonlinear; i.e., the material should be highly trans-
parent at low input energies (linear regime), whereas the
transmittance must drop with increasing input energy
(nonlinear regime). There are several physical processes
to be exploited for this purpose. For example, optical
limiting that is due to two-photon absorption, photore-
fractive light scattering, light-induced domain reorienta-
tion in liquid crystals, and thermal effects in carbon-black
suspensions and carbon nanotubes has been reported.
For an overview of various physical processes used for op-
tical limiting see, e.g., the review papers Refs. 1 and 2 and
references therein.

Excited-state absorption (ESA) evoked by transitions
from one excited state to a higher one represents another
well-studied mechanism for nonlinear absorption.®~2°
For passive optical limiting applications, the situation
that we are primarily concerned with occurs when the
ESA cross section is higher than that of the ground state.
Then the transmittance of the material will decrease with
increasing input. Such materials are called reverse satu-
rable absorbers (RSA’s). An important feature of RSA’s
is that the ESA cross section can be much larger [0 /0,
~ 10-30 (Ref. 10)] than the ground-state absorption
cross section. Because the lifetimes of the excited states
can be fairly long, the material can exhibit nonlinear ab-
sorption over a wide range of input pulse lengths. Some
RSA materials exhibit optical limiting properties over a

0740-3224/2000/111884-10$15.00

broad spectral range extending into the near infrared.?’
All these features make RSA’s remarkable candidates for
passive optical limiting. RSA has been observed in sev-
eral materials, including porphyrins, cyanines, phthalo-
cyanines, naphthalocyanines, fullerenes, metal cluster
compounds, doped polymers, and solgel materials (for an
overview, see Ref. 10 and references therein).

As follows from the very nature of ESA, the absorptive
properties of the material are determined by the popula-
tion densities of the ground and excited states. The
population densities, in turn, depend on the parameters
of the nonlinear medium as well as on the laser pulse
characteristics. All these parameters influence multi-
level rate equations.>'® For most cases, a five-level
model*~710:12.13,15-19 qogcribes population dynamics with
reasonable accuracy, except for extremely high fluence in-
puts. However, these rather complicated dependencies
make it difficult to determine optimum conditions for ef-
ficient nonlinear absorption.

Although extensive numerical calculations provide
useful insight into the population dynamics, a complete
scan of all the parameter space by means of a direct nu-
merical integration of the governing equations is difficult
to implement and to analyze. However, analytical re-
sults would allow us to understand the effect of each pa-
rameter and would therefore considerably simplify the op-
timization problem. The dynamical equations for RSA’s,
however, do not permit a straightforward analytical treat-
ment. Until now most cases of interest have been
treated numerically,” 1271 whereas an analytical de-
scription could be extended only to several cases. Apart
from a simplified model (two-level rate equations),>* ana-
lytical description was done only either for the stationary
regime (pulse lengths are much longer than the excited-
state lifetimes)'>1419 or for a constant excitation (rectan-
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gular input pulses)!®!11819 that only approximately mod-
els realistic laser outputs. As was emphasized in Ref. 17,
accounting for the shape of the leading edge of the laser
pulse is essential for practical applications. In addition,
understanding the population dynamics for realistic input
pulses is key in estimating the effects of other absorbing
mechanisms such as saturable absorption and two- and
three-photon absorption.?!

In this paper we present an approach to accurately de-
scribing the population dynamics and therefore the non-
linear absorption of optically thin RSA materials, taking
into account the temporal shape of the incident laser
pulse. The paper is organized as follows: In Section 2
we introduce rate equations and discuss important pa-
rameters and normalizations. In Section 3 we outline
the method of performing a dynamical analysis for vari-
ous regimes of excitation. The general solution is then
analyzed for the case of incident pulses of various tempo-
ral lengths, and the results are compared with numerical
data. The consequences for efficient nonlinear absorp-
tion and validity ranges of the approximations are dis-
cussed in Section 4, and Section 5 concludes the paper.

2. RATE EQUATIONS AND
NORMALIZATIONS

Our analysis is based on a five-level model for
ESA4-71012,13,15-19 194 ig schematically shown in Fig. 1.
The chromophore molecules in the ground state (0) absorb
photons and transit to the first excited (singlet) state (1;
for practical estimations one can neglect ultrafast relax-
ation of vibronic sublevels). Molecules from the first ex-
cited state can transit to the triplet state (3) within the
intersystem crossing lifetime 7,3 or relax back to the
ground state within the time 7,,. Additionally, RSA
molecules in the singlet and triplet excited states can fur-
ther absorb photons and be promoted to the upper
excited-state levels (2, 4). The transmittance of an opti-
cally thin material is calculated from the propagation
equation®*7~19
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Fig. 1. Schematic diagram of the five-level model of ESA: 0,
ground state; 1, 2, excited singlet states; 3, 4, triplet states.
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dl(z,t)
dz

= _I(Z’t)[ O-gNO(I? t) + USNI(Ivt)

+ 0:N3(1,t)], (1)

where z denotes the propagation length, I(z, ¢) is the ir-
radiance of the incident pulse, o, is the ground-state ab-
sorption cross section, o, and o, are the singlet and the
triplet excited-state cross sections, respectively, and N ; 5
are the respective level population densities (Fig. 1).
Generally, one has to take into account an interplay of
populations of all five levels to describe absorption of the
RSA material. However, in most cases the lifetimes of
upper excited-state levels 2 and 4 are short (<10 ps) com-
pared with the pulse length.?%"1%12-19  Thyg for moder-
ate input irradiance levels the upper singlet- (triplet-)
state decay rate 1/79; (1/743) is much larger than the op-
tical pumping rate o, I/hw (o0;I1/hw), so we may neglect
the effect of the upper-state populations Ny and N,. Un-
der these assumptions we can restrict ourselves to the
consideration of a three-level approximation.”1°1% Fur-
thermore, because the typical lifetime of the lowest triplet
state is of the order of microseconds, whereas we are con-
cerned primarily with nanosecond or shorter input pulses,
the triplet-state decay to the ground state may also be ig-
nored. As a result, we arrive at a simplified set of three-
level rate equations for the ground-state (N), excited-

singlet (N;), and triplet-state (IN3) populations in the
form10:13,15,18

ANy o I(t) N,
- = _ + —
dt hw 0 7'10’
le (TgI(t) Nl
N

1. 0o~ >

d¢ hw T

dN, N,

—_—= — (2)
dt T13

Here 10 and 713 are the respective band lifetimes (Fig. 1),
mnl=1t+ 75 Y, and I(¢) = Iof(t) represents the
time-dependent input pulse irradiance; f (¢) is dimension-
less.

Equations (2) can be recast into a form convenient for
further analysis. To do this we introduce the time T
= t/t, measured in units of input pulse lengths ¢, and
two key parameters, A = o,1ot,/(hw) and w =t,/7q,
that characterize the pulse fluence and temporal pulse
length. Then Egs. (2) take the form

dno
d_T = —f(T)ny + w(l — $)nq, (3a)
dnl
ar f(T)ng — wny, (3b)
dn3
d_T =wdeonq, (3c¢)

where n;(T) = N;(T)/Ny(Ty), j = 0,1,3, are the frac-
tional population densities and T, is the time at which
the light enters the medium, £(T) = AAT), and AT)
is an arbitrary input pulse shape with a unit ampli-
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tude. The total population density is conserved:
No(T) + N(T) + Ng(T) = No(Ty). Hence, for the
fractional population densities, we have

no(T) + ny(T) + ng(T) = 1. (4)

The intersystem crossing rate ¢ = 7;/73 (0 < ¢ < 1)
characterizes a relative transition probability from the
first singlet excited state (1) to the ground state (0) and to
the lowest triplet state (3); Fig. 1. Below we discuss how
Egs. (3) with f(T) # constant can be analyzed.

3. SOLUTION OF TIME-DEPENDENT RATE
EQUATIONS

A. General Solution
First we notice that triplet band population n3 does not
enter into Egs. (3a) and (3b) explicitly, which means that
Eq. (3¢) is decoupled from the system. Then, introducing
an auxiliary function

u(T) = nO(T)expll/zf [AT) + w]dT], (5)

we can reduce Eqgs. (3a) and (3b) to an equivalent linear
second-order equation:

u" + P(T)u = 0. (6)

Here the double prime denotes a second derivative with
respect to 7" and

FaO D ( _l) -
2 4 w) ¢ 2f() 4

With different forms of P(T), Eq. (6) models various
fundamental physical problems such as a parametrically
driven oscillator or scattering problem in quantum me-
chanics. In the stationary Schrodinger equation P(T') re-
lates to the potential function. In our case, this very
function P(T'), which for brevity we refer to as potential,
also determines the whole dynamics of the band popula-
tions. It has a complex form that does not allow us to
find an exact solution for an arbitrary set of parameters.
Thus the main idea of our approach consists in replacing
P(T) with a function that closely matches the potential;
on the one hand this function allows us to solve Eq. (6)
explicitly and on the other hand the deviation of the found
solution from the original solution is minimal.

First we briefly outline the steps that one follows to
find the general solution to Eq. (6). One of the standard
schemes consists in solving a corresponding first-order
nonlinear ordinary differential equation that can be ob-
tained from Eq. (6) by the ansatzv = u'/u. Then Eq. (6)
is transformed into a Riccati equation:

v’ +v2+ P(T) = 0. (8)

2
P(T) =

Equation (8) is not integrable in general, but, if any spe-
cific solution of this equation vy(7T) is known, the substi-
tution v = y + vo(T) transforms Eq. (8) into an inte-
grable Bernoulli equation y’' + 2v,(T)y + y2 = 0, which
can be further simplified by the substitutiony = 1/p. As
a result we get a linear equation p’ — 2v4(T)p = 1 whose
solution is p(T) = {Cy + [ exp[—2V(T)]dT"} exp[2V (1],
where we have introduced an integral quantity V,(T)
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= [oo(T)dT. With p(T) known we can obtain the dy-
namics of the ground-state population density by trans-
forming back the variables p — y — v — u. Ultimately
we obtain from Eq. (5)

no(T) = [CO + 01J exp[fZVO(T)]dTJ

F(T) + wT
2
where F(T) = [f(T)dT and constants C,; are deter-
mined by initial conditions. The population density of

the excited singlet state n; can be found from either Eq.
(9) and (3a) as

X exp| Vo(T) — , (9)

F(T) + wT

Vo(T) — 2

exp.

ny(T) =

w(l - @)

X (01 exp[ —2V(T)]

+

Co + le exp[—2V0(T)]dT)

AT) —w
2

X |vo(T) + ), (10a)

or from Egs. (9) and (3b) as

ny(T) = exp(—wT),

(10b)

where C, is determined from the initial condition
n(Ty) = 0. Ifny(T) is found approximately, the two ex-
pressions for n(7T) provide different degrees of accuracy;
we shall return to this issue below. Ultimately, the trip-
let band population ng is straightforwardly calculated
from the conservation law [Eq. (4)].

The solution given by Eqgs. (9), (10), and (4) to time-
dependent rate equations (3) is general. Each temporal
evolution of band populations depends on the shape of the
input pulse. To obtain the solution in explicit form, one
has to specify the pulse form f(T) and find vo(7). This
calculation represents the most difficult task.

As mentioned above, many practically relevant regimes
of excitation and pulse shapes permit an approximation of
the potential by such a function P(T) that vo(T) can be
found. The form of the approximate potential P(T) de-
pends on the excitation conditions, i.e., on the amplitude
and the length of the input laser pulse. Here we analyze
different excitation regimes separately.

Cy + ff(T)no(T) exp(wT)dT

B. Long Pulses

We start with long input pulses that correspond to the
case w > 1. Then function P(T) acquires a large con-
stant background because of the last term, —w?/4, in Eq.
(7). For many practically relevant situations when ¢
~ 0.5,10:1518 that term makes the only principal contribu-
tion to the potential. If such is not the case, the third
term in Eq. (7), w( ¢ — 1/2)f(T), has also to be taken into
account. The first two terms in Eq. (7) scale with A and
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A2, respectively, and, provided that the irradiance is not
too high (see Subsection 4.B), do not contribute signifi-
cantly to P(T'). In other words, for long input pulses we
can take the approximate potential in the form

P(T) ~ P(T)

2
(11)

1 1 w
= (d’ - g)f'(T) - [(5— ¢)f(T) t g5

The relative error AP(T') occurs then because of the un-
compensated first two terms in Eq. (7) and amounts to

AP(T) = P(T) — P(T)

= (1= Hf'(T) + 6 — DFAT). (12)

With approximate potential (11), Eq. (8) has a specific so-
lution, vo(T) = [(1/2) — ¢1f(T) + w/2. Then Eq. (6) is
solvable, and, together with Eq. (5) and initial conditions
no(Ty) = 1 and n(Ty) = n3(Ty) = 0, gives us the for-
mula for the depletion of the ground state:

no(T) ~ exp[ —pAF(T)], (13)

where AF(T) = F(T) — F(T,) = f%of(T')dT' is the
normalized pulse fluence and we have neglected terms
proportional to a small parameter f(7,)/w and assumed
that [exp[—2Vy(T)]dAT ~ [ exp(—wT)dT in Eq. (9). The
evolution of the first excited singlet-state population can
be found from formula (13) and Eq. (10a) as

ny(T) = TnO(T)’ (14)

and the triplet-state population density is calculated from
Eq. (4).

It is important to note that depletion of the ground
state under action of long realistic pulses has the same
functional dependence on the fluence as in the case of long
rectangular pulses studied in Refs. 10, 18, and 19. How-
ever, in a quantitative comparison of these two cases one
has to be careful with the definition of the pulse length.
A rectangular pulse [I(¢) = I, for —7, <t < 7,; I(¢)
= 0 otherwise] and, e.g., a hyperbolic secant pulse I(¢)
= I,sech? t/t, of the same peak irradiance I, have the
same total fluence if 7, = 2¢,. As follows from formula
(14), the population dynamics of excited states explicitly
depend on the pulse shape.

Taking hyperbolic secant pulses f(T) = A sech?T as
an example, we get from formula (13) the evolution of the
ground-state population density as

no(T) ~ exp[ —pA(tanh T + 1)], (15)

and for the singlet excited state we obtain from formula
(14)

A
n(T) ~ —sech?T exp[ —¢pA(tanh T + 1)].  (16)
w

The analytical results given by formulas (15), (16), and
(4) are plotted at the left in Fig. 2 together with those ob-
tained by numerical integration of Eqs. (3) for various
pulse lengths, peak irradiances, and intersystem crossing
rates; the exact and approximate potentials are shown at
the right. An appreciable coincidence with the numerics
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Fig. 2. Dynamics of fractional populations excited by long hy-
perbolic secant f(T) = A sech?T pulses. The results are ob-
tained by use of analytical formulas (15), (16), and (4) (solid
curves) and by numerical integration of the three-level model of
Eqgs. (3) (dashed curves). The exact potential P(T') given by Eq.
(7) (dashed curves) and approximate potential P(7T) given by for-
mula (11) (solid curves) are shown at the right. Parameters:
(a)w=20,A =25 ¢=05 b)w=5 A=25,¢=0.5; (c)
w=10,A =25, ¢=0.8; (d w=10,A =25, ¢ = 0.3. The
input pulse shape is shown for reference by a dotted line in (a).

is observed for a wide range of parameters. Evidently,
the more exact is the approximation of the potential, the
less is the discrepancy between analytical and numerical
results. Thus, decreasing pulse length w entails an in-
crease in the relative error AP/P, which decreases the ac-
curacy of analytical formulas [cf. Figs. 2(a) and 2(b),
where the maximum values of AP/P approximately equal
0.025 and 0.4, respectively]l. We have found that for
W > wyne ~ 3 the discrepancy between the analytical
and the numerical results is marginal. To be more spe-
cific, the maximum deviation between numerically and
analytically calculated fractional populations &np,,
= max;7ni™(T) — n;"™(T)| is always less than 0.2.
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Therefore there is a deviation of the fluence effective cross
section'®1%18  calculated with o,/ o, =10 and o,/0,
= 300f S0y = |05 — 02 < 6%. For a nonsymmet-
ric intersystem crossing (¢ # 0.5), expressions (13) and
(14) are more accurate for larger ¢ [cf. Figs. 2(c) and
2(d)], where the error from the term (1 — ¢)f'(T) in Eq.
(12) is smaller [cf. the respective potentials in Figs. 2(c)
and 2(d)]. A tolerable accuracy (e.g., on p.x < 0.1) of ana-
lytical formulas with w ~ 10 is achieved for ¢ > 0.2.

C. Short Pulses

For relatively short pulses when ¢, < 7; and conse-
quently w < 1, the potential is localized; i.e., P(T) has a
very small constant background, —w?/4. In this case the
less significant contribution is made by the last two terms
in Eq. (7). Thus we may take the approximation

~ f(T)  fAT)
P(T) ~ B(T) = —— = ——. an

One can prove by a direct substitution that for this case
vo = —f(T)/2 is a solution of Eq. (8). Hence we get from
the general solution [Eq. (9)]

no(T) = {1 + €[F(T)]} exp[ —AF(T) — wAT/2], (18)

where  €[F(T)] = (w/2) exp[—F‘(To)]fg0 exp[F(T")1dT",
AT =T — T,. For example, for hyperbolic secant input
pulses £ (T) = A sech®?T Eq. (18) takes the form

no(T) ~

w
1+ —AS(T)
4

X exp[—A(tanh T + 1) — w(T — Ty)/2], (19)

where AS(T) = S(T) — S(Ty) and S(T) = Ei[A(tanh T
+ 1] - e*Ei[A(tanh T — 1)], and Ei(x) = —[* [(e 9/
g)dq] is the exponential integral function.?? A reason-
able approximation of this function for our applications is
provided by Ei(x) =~ y + Inlx| if x is close to zero (y
= 0.577 is Euler’s constant) and Ei(x)
~ expx)(1 + 1/x)/x for large x. It is worth noting that
with decreasing pulse length w — 0 we get from Eq. (18)
the limit of the slow absorbers defined in Ref. 10.

Unlike in the previous case the use of Eq. (10a) to cal-
culate the singlet-state population density n(T) is less
appropriate because an additional error is induced by the
denominator in Eq. (10a) that is proportional to the small
parameter w. Although it is less straightforward, the
calculation of n;(7T) with Eq. (10b) is preferable for short
input pulses. Thus we substitute n((7T) given by Eq. (18)
into Eq. (10b) and perform the integration, taking a series
expansion with respect to w and keeping only linear
terms. In fact, we made the same assumption in neglect-
ing the higher-order terms with respect to w in approxi-
mate potential (17). The result of integration can be
written as

ni(T) =1 = no(T) — n3(7),

ny(T) ~ SHAT = a[F(D]}, (20)
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Fig. 3. Dynamics of fractional populations excited by short hy-
perbolic secant f(T) = A sech?T pulses. The results are ob-
tained by use of analytical formulas (19), (21), (solid curves) and
by numerical integration of the three-level model of Egs. (3)
(dashed curves). Parameters: (a) w = 0.05, A =1, ¢ = 0.5;
b w=02,A=1,¢=05 (c)w=0.05A4=1, ¢=0.8; (d
w = 0.05,A =1, ¢ = 0.3. The input pulse shape is shown for
reference by a dotted curve in (a).

where elF(T)] = (w/2)exp[F(To)]fg0 exp[—F(T")|dT".
For hyperbolic secant pulses the population dynamics of

the triplet state in formulas (20) reads as
w _
n3(T) = Z[2AT - AS(T)], (21)

where AS(T) = S(T) — S(Ty) and S(T) = Ei[-A
X (tanh T + 1)] — e 2 Ei[—A(tanh T — 1)].

A comparison of numerical integration of the rate equa-
tions with those given by formulas (19) and (21) is made
in Fig. 3. For short pulses the analytical results are in
excellent agreement with the temporal evolution of the
ground- and excited-state populations obtained by direct
numerical integration of Eq. (3) [Fig. 3(a)]l. However, the
error of Eq. (18) and formulas (20) increases with increas-
ing pulse length w [Fig. 3(b)] because of the increasing
contribution from the term —w?/4 in Eq. (7). Therefore
for intermediate pulse lengths the finite background of
the potential begins to matter. We estimate that the up-
per bound for accurate solutions with this approximation
is for input pulse lengths w < wy,, =~ 0.3, i.e., for pulses
shorter than several nanoseconds in most RSA materials.
The maximum deviations én,,,, and So., defined above
are then less than 15%.

As follows from the shape of the approximate potential,
an increase in pulse peak irradiance A does not have an
effect on the accuracy of analytical formulas. Thus the
upper boundary for the peak irradiance is restricted only
by the validity of the three-level model. It is similarly
suspected that approximation (17) imposes less stringent
requirements on the intersystem crossing rate [Figs. 3(c)
and 3(d)]. Indeed, the term in P(T') that depends on ¢ is
multiplied by the small parameter w. We have found
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that, for w = 0.05 and A = 1, 6n,, and o calculated
with formulas (19) and (21) do not exceed 10% for any
0< o<1

D. Intermediate Pulse Length

Analytical solution to Eqs. (3) for intermediate input
pulses (w =~ 1) represents the most challenging task.
Once the two limiting cases of short and long pulses are
abandoned and every term in Eq. (7) becomes essential,
particular criteria for approximating the solution to Eq.
(6) have to be determined. Here we mention only one
possible way to approximate the potential. A specific so-
lution to Eq. (8) may be taken as a linear combination of
the two approximations considered above, i.e., in the form
vo(T) = af (T) + B. This combined approximation re-
sults in the following potential:

P(T) = —af'(T) — [af(T) + BI2. (22)

One of the approximation strategies that works for some
cases could be minimization of the integral quantity @
= [*7|P(T) — P(T)|dT by a choice of the coefficients «
and B. The forms of the exact and an approximate poten-
tial are shown in Fig. 4. The weighting coefficients a and
B are chosen to equalize asymptotic values of the poten-
tial that determines B and to set at zero the integral @
that gives us a. The result of numerical integration of
Egs. (3) for A = 3, w = 2, and ¢ = 0.5 is presented in
Fig. 4 together with the estimation from Eq. (22). The
accuracy of the calculated ground-state population re-
mains reasonable, but typically the dynamics of the ex-
cited states exhibits a larger discrepancy. This con-
straint is less significant for RSA’s with approximately
equal excited singlet and triplet cross sections when
the contributions from both excited states to the total
nonlinear absorption are approximately the same. Then
to calculate the nonlinear transmittance one can take

4. DISCUSSION

First we estimate real pulse length and irradiance levels
that are relevant for the solutions of normalized Eqgs. (3)
that are described above. Assuming that 75~ 73
~ 10ns, which is typical of materials commonly studied
for optical limiters,'® we obtain a lower bound of the pulse

fractional populations, n;

potential, P(T)

1.0

0.5

Fig. 4. Population dynamics for a hyperbolic secant pulse
f(T) = A sech? T of intermediate length. Results obtained with
exact [Eq. (7)] and approximate [Eq. (22)] potential are com-
pared. Parameters: w =2,A =3, ¢ =0.5— a = —-0.207, B
= —1
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length imposed by the condition that w > 1 (Subsection
3.B) as £, = wyyng719(1 — ¢) =~ 15ns. For short pulses
as described in Subsection 3.C we similarly estimate
an upper bound for the pulse length in the framework of
the approximation given by formulas (18) and (20) as ¢,
< WegortT10(1 — @) ~ 1.5ns. The lower bound in the
case of short pulses is imposed by the validity of the
three-level approximation and depends critically on the
lifetime of excited singlet states and the input pulse flu-
ence. The results derived in Section 3 allow one to deter-
mine basic absorption mechanisms for various regimes of
excitation and to calculate the fluence effective cross sec-
tion that governs nonlinear transmittance of RSA mate-
rial.

A. Effective Excited-State Absorption Cross Sections
There are several quantities that can be considered the
effective excited-state absorption cross section.!%-13.15.17.18
The irradiance cross section o’y (Ref. 15) is given by
terms in brackets in the propagation equation [Eq. (1)].
The irradiance cross section determines an instantaneous
absorption of each portion of the pulse’s irradiance and
therefore is a function of time. With the normalized
quantities introduced, we obtain for the dimensionless
(i.e., scaled with the ground-state absorption cross sec-
tion) irradiance cross section

olg(T) = no(T) + a,ny(T) + Gyns(T),  (23)

where we have denoted o, = 0,/0, and o, = 0,/0,.

Alternatively, propagation equation (1) can be inte-
grated over the whole time span to yield the spatial evo-
lution of the pulse fluence, F(t) = [* I(z,t')dt’ or
F(T) = Ff7,f(T)AT' = FAF(T), where F, = fiolo,
= Iyt,/A is the saturation fluence.’® Then Eq. (1) is
transformed to

dF

t
7 —J:ma'éﬁ«(t)l(t)dt

]?
—f olg(FNAF = —o Lg(AF. (24)
0

The dimensionless propagation length in Eq. (24), Z
= 204N(T), is a measure of the linear absorption. In-
deed, for the linear case we have ny(T) — 1 and n,3(T)
— 0; that is, from Eq. (23) we have (réﬁn(T) — 1, and Eq.
(24) gives dF¥/dZ = —F. Therefore in the linear regime
the fluence absorption is described by F(Z2)
= Foexp(—Z); i.e., the linear transmittance is T
= exp(—Z). This means that the value of Z should be
small to ensure small linear losses. For instance, Z
= 0.1 corresponds to approximately 90% linear transmit-
tance. The fluence effective cross section'® as given by
Eq. (24),

1 F
ol (F) = }Jo olg(FHAF', (25)

characterizes the nonlinear attenuation of the fluence.

B. Nonlinear Absorption of Long Pulses
As can be inferred from formula (14) for sufficiently long
pulses, the population of the first excited singlet state fol-
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lows the pulse shape [n(T) ~ f(T)] and does not grow
significantly because of the large denominator w in that
formula. Thus for long pulses the main excited state is
the triplet state. The excited singlet state acts simply as
an intermediate state to promote the excited molecules to
the triplet state. Therefore, efficient nonlinear absorp-
tion from the triplet state is a dominant mechanism of the
RSA and thus requires a large triplet-state cross section
o;, which is consistent with results of previous studies.
Nevertheless, for some cases of interest discussed below,
the population of the singlet state and the singlet excited-
state cross-section may have important consequences for
nonlinear absorption of RSA’s and thus for their limiting
properties.

From expressions (23), (13), (14), and (4) we obtain the
normalized irradiance cross section for the long-pulse ap-
proximation as

A(T)

o LH(T) = &, + no(T)|1 — 5, + (7, — o) —|. (26)

This quantity is plotted in Fig. 5(a) as a function of time
and peak irradiance A for a fixed pulse length w. As ex-
pected, the maximum of the irradiance cross section
grows with A and is achieved for later times as the triplet
state gets populated. As a limit we have o 1f"¢ — 7,.
The right-hand side of Eq. (26) can be expressed in terms

of the total input fluence F as

1 long. B B o, — o, dF F
T off (.7:):0',54‘ 1—Ut+7d—TeXp —(ﬁ?

27
Assuming as before that the pulse shape is f(T)
= A sech?T and performing the integration in Eq. (25)

with Eq. (27), we end up with the expression for the flu-
ence cross section:

7l
T o E(F)

Fs
=0, +(1—-0)——=

O¢F
2(6'3 - a't) fs
X [1 - exp(—¢p FIF)] + T wé  oF
o FP(—GFIT) — 1 exp(—pFIF,) + 1|. (28)

GFI F,

It is convenient to introduce a dimensionless ratio Y
= @FIF, to write the differential equation for the fluence
transmittance [Eq. (24)] in a more compact form:

Yy B B
3z ~ (@~ DI —exp(=Y)] = &Y

exp(=Y) — 1
7M2#+exp(fY) + 1), (29)

where w = 2(g, — o)/w¢. It is worth noting that
Eq. (29) without the third term on the right-hand side,

dYy
z = (o; — 1[1 — exp(—-Y)] — 7,Y, (30)
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appears in the rectangular pulse approximation where
the singlet-state population has been neglected'® as well
as in the fast absorber approximation for very short
pulses'® with Y = F/F, and &, replaced with &,. Hence
the last term in Eq. (29) is responsible for the effects of
the pulse shape and the population of the singlet state.
It is clear that for either very long pulses, w > 1, or ap-
proximately equal excited-state cross sections o, =~ o,
this term can be neglected. However its effect becomes
substantial as the pulse length gets shorter, for small in-
tersystem crossing rates ( ¢ < 0.5) or large o, compared
to o,. To illustrate this behavior we compare the nu-
merical solutions to Eqgs. (29) and (30) for two sets of pa-
rameters. The transmitted fluence F(Z)/F(0) is shown
in Fig. 6 as a function of normalized propagation length Z
with a fixed input fluence 7 (0)/F, = 5. This comparison
provides useful insight into the limiting properties of RSA
materials and shows that, for some cases [e.g., Fig. 6(b)],
accounting for the pulse shape becomes essential. In
fact, the smallness of the factor x in Eq. (29) determines
the applicability boundaries of the approximation [Eq.
(30)] discussed in Refs. 10 and 18. Hence analytical ex-
pressions (24)—(29) provide quantitative estimations of
the nonlinear absorption of long pulses and show when
the population of the singlet excited state must be taken
into account.

To verify the above results we perform a numerical in-
tegration of the full system of partial differential equa-
tions, solving the equations for the populations dynamics
[Egs. (3)] and the propagation equation together. For
this we rewrite Eq. (1) in the same normalization as is
taken for Egs. (3), namely,
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Fig. 5. Irradiance effective cross section oﬁﬁc given by Eq. (23)
obtained with analytical formulas for (a) long, w = 10, and (b)
short, w = 0.05, input pulses. Parameters: &, = 10, 7, = 30,
¢ = 0.5; the pulse shape is a hyperbolic secant.

transmitted fluence

00 01 _02 03

Fig. 6. Transmitted fluence F(Z)/F(0) calculated with Eq. (29)
(solid curves) and with Eq. (30) (dashed curve), F(0)/F, = 5.
The results obtained from the numerical integration of the full
system of partial differential equations (3) and (31) are shown by
circles. Parameters: (a) o, = 10, o, = 30, w = 10, ¢ = 0.5;
(b) oy, =20,5,=5w="175,¢=03.
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Fig. 7. Numerical integration of the full system of Egs. (3) and
(31). The initial normalized shape of the pulse is f(T)

= Asech?T, A = 25. Parameters correspond to those of Fig.
6.
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Fig. 8. Transmitted fluence F(Z)/F(0) as a function of initial
fluence F(Z = 0)/F, for a fixed linear transmittance (a), (b) Z
= 01—-T;=09and(c),(d)Z = 0.3 — T, = 0.74. Solid and
dashed curves, results of integration of Egs. (29) and (30), respec-
tively. Circles, numerical solutions of the rate and the propaga-
tion equations (3) and (31). Parameters: (a), (¢) o, = 10, 7,
= 30, w =10, ¢ = 0.5; (b), (d) 7, =20, 5, =5, w="15, ¢
= 0.3.

af(z,T)

- —ol(TAZ,T), (31)

where normalized propagation length Z was introduced in
Eq. (24) and the irradiance cross section o (T) is given
by Eq. (23). The irradiance profiles obtained from the
numerical integration of the system [Eqs. (3) and (31)] are
shown in Fig. 7, whereas the corresponding total pulse
fluence is depicted in Fig. 6.

To study the dependence of the nonlinear transmit-
tance on the input fluence we plot the transmitted fluence
as a function of the initial fluence F(Z = 0)/F, for two
values of linear transmittance 7 = 0.9, ie., Z = 0.1
[Figs. 8(a) and 8(b)] and T = 0.74, i.e., Z = 0.3 [Figs.
8(c) and 8(d)]. Again by comparing Fig. 8(a) with Fig.
8(b) or Fig. 8(c) with Fig. 8(d)]. one can see that taking the
pulse shape into account can be important for u > 1. We
mention that for high input fluence levels the predictions
of Eq. (29) start to deviate from the numerical solution of
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the full system of Egs. (3) and (31). This is so because
the error of approximation of the potential [Eq. (12)]
grows with large irradiances A. Comparing Fig. 8(a)
with Fig. 8(c) or Fig. 8(b) with Fig. 8(d), one can conclude
that the input fluence level required for strong nonlinear
absorption depends on the corresponding linear losses.
Thus, e.g., to get Tz = 0.1 with the parameters that cor-
respond to those of Figs. 8(a) and 8(c), one needs F
~ 33F, with T; = 0.9 and only F=~ 4F, with T
= 0.74. This gain, however, is taken at the cost of in-
creased linear losses that diminish the figure of merit of
the optical limiter. Thus there is a trade-off between al-
lowed linear losses and required input fluence.

C. Nonlinear Absorption of Short Pulses

As can be seen from formulas (18) and (20), absorption of
short (less than 1-ns) pulses is a different process. Now
the singlet and the triplet states interchange their roles
[a rough estimation of formula (20) results in n(T) ~ 1
— no(T)]. Thus the maximum of the irradiance cross
section o /4 is close to 7, [Fig. 5(b)]. The marginal effect
of the triplet state on the population dynamics can be an-
ticipated because the intersystem crossing rate ¢ does not
enter into the expressions for the population evolution
[formulas (18) and (20)]. As in the previous case of long
input pulses, the formula for the population dynamics of
the ground state (18) predicts the population’s exponen-
tial depletion. The integral terms €, [ F(7)] in formulas
(18) and (20) [or alternatively terms proportional to
AS(T) and AS(T) in Egs. (19) and (21)] are not essential
as far as the initial evolution of the ground- and excited-
state populations is concerned. However, they accu-
rately predict the subsequent depletion of the singlet-
state population (Fig. 3). This is the crucial difference
between the population dynamics of short and long
pulses. Under the action of long pulses the excited-state
population saturates to the value n5™ ~ 1 — exp(—2¢A)
(Fig. 2). But formulas (18) and (20) do not describe the
saturation of the ground-state population at large times
because the effect from the neglected nonzero background
of the potential —w?2/4 accumulates with time.

The error of the analytical formulas manifests itself at
large times (7' > 2 in Fig. 3). However, knowing the
value of the error is not critical for calculation of the non-
linear absorption because in the expression for the effec-
tive absorption cross section we multiply population den-
sities by the pulse shape, which is essentially zero for
large T [Fig. 3(a)l. For this reason the effect of finite
pulse length is less important for the short pulses than for
the long ones considered above. The onset of the triplet-
state buildup does not have a significant effect on the non-
linear absorption because it appears in the differential
equation for the fluence transmittance as a small param-
eter (o, — o)wF/\; for hyperbolic secant pulses we
found that A > 8. This means that in the whole validity
range of the short-pulse approximation (Subsection 3.C),
w < Wghort, the RSA material may be considered slow
(see Ref. 10), and one can use Eq. (30) with Y = F/F, and
o, replaced with &, to calculate the fluence transmittance
with good accuracy. The results of numerical integration
of rate equations (3) and propagation equation (31) are
shown in Fig. 9 for two values of the pulse length that cor-
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transmitted fluence
o (=]
i-N [e)]

Fig. 9. Transmitted fluence F(Z)/F(0) for absorption of short
pulses. Solid curve, prediction of the slow- absorber approxima-
tion [Eq. (30)]. Numerical integration of Egs. (3) and (31) is
shown by circles for w = 0.05 and by diamonds for w = 0.2. Pa-
rameters: A =1 — F/F, = 2, ¢ = 0.5; initial irradiance pro-
file, f(T) = A sech®T.

respond to parameters of Figs. 3(a) and 3(b). In both
cases the slow-absorber approximation [Eq. (30)] works
fairly well. However, for w > wg,,¢ the effect of the
triplet-state population may not be negligible.

D. Application for Numerical Algorithms

Another important application of the analytical formulas
obtained is their integration into numerical algorithms to
model optical beam propagation through a nonlinear
medium.'*1%  Usually the whole integration of the sys-
tem of partial differential equations is split into two steps.
At the first step the populations are calculated at all
times and all spatial coordinates of the beam. At the sec-
ond step propagation equation (31) is solved for a thin
spatial slice. The spatial distribution of the irradiance
computed in this step is then used as a boundary condi-
tion for the next spatial slice.!* The first step represents
the most time-consuming operation. This is especially
critical if the spatial beam distribution lacks radial sym-
metry. The numerical integration at the first step can be
replaced by the evaluation of analytical expressions (13),
(14), and (4) or (18) and (20). The population densities
are then calculated for any spatial coordinate for which
the irradiance enters the analytic formula merely as a pa-
rameter I = I(x,y). Depending on the numerical algo-
rithm implemented, a reduction in computational time by
as much as an order of magnitude is expected.

5. CONCLUSIONS

To describe consistently the nonlinear absorption of in-
tense laser pulses, one must take into account the tempo-
ral pulse shape to study the dynamics of the ground- and
excited-state populations. In the framework of the three-
level approximation of the five-level model we have devel-
oped an approach that allows one to calculate accurately
the temporal evolution of the ground and excited states
induced by long (¢, > 10-ns) and by short (¢,
< 1-ns) input pulses. We also discussed a possible
strategy for calculating population dynamics for an inter-
mediate case (1ns < ¢, < 10ns). The analytical predic-
tions agree well with direct numerical integration of both
the three-level rate equations and the full system of rate
equations and the propagation equation. For realistic in-
put pulses, boundaries when the approximation of slow
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absorbers may be used are determined. For long pulses
we also find criteria for situations in which the population
of the singlet excited state may be neglected. With the
transmittance calculated as a function of material and
pulse parameters one can follow the optimization criteria
developed in Refs. 15 and 17 to derive desirable density
profiles of graded density limiters or calculate the dis-
tance between absorbing elements of tandem limiters
that accounts for a particular pulse shape. Additionally,
one may use the formulas obtained to fit data from
Z-scan?®> or single and double pump-—probe
measurements®*? to determine values of ground- and
excited-state cross sections. The analysis demonstrated
can also be extended toward absorption of input laser
pulses with high repetition rates to explain recently ob-
served effects of the intensity threshold for optical
limiting.?® Finally, the time consumption of numerical
beam propagation codes for optically thick materials can
be considerably reduced when analytical formulas are
used instead of numerical solution of the corresponding
system of ordinary differential equations at each spatial
propagation step.
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