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In connection with fast heating in a laser produced plasma (LPP) extreme ultraviolet (EUV)

source, the superheating behavior of bulk tin (Sn) at high heating rates is investigated. A constant

temperature and pressure molecular dynamics simulation using modified Lennard-Jones and

Coulomb potentials suitable for studying the liquid structure of Sn is employed in order to derive

the caloric curves of the solid and liquid phases. The results have shown transient effects on the

phase transitions. Superheating is observed during the melting and vaporizing processes. The

velocity distribution of Sn particles against typical laser fluence in a LPP EUV light source has

been numerically investigated using a simplified method including a one-dimensional,

two-temperature, molecular dynamics, and steady-state ionization model. In the framework of our

model, it was found that ejected Sn particles have a maximum velocity on the order of 10 to 40 km/

s in plasma created using a nanosecond pre-pulse neodymium-doped yttrium aluminum garnet

(Nd:YAG, 1.06 lm) laser in EUV lithography experiments. VC 2011 American Institute of Physics.

[doi:10.1063/1.3601346]

I. INTRODUCTION

Recent advances in the field of extreme ultraviolet

(EUV) lithography have revealed that laser-produced or dis-

charge-produced lithium and tin plasmas1–5 are source candi-

dates for next-generation microelectronics. Tin (Sn) material

demonstrated a large conversion efficiency of input power to

emission in a 2% bandwidth centered on the wavelength

k¼ 13.5 nm, the so-called in-band radiation.6–8 The large

conversion efficiency (CE) is formed in the low ion density

region of 1017–1018 cm�3 due to the opacity effect. It has

been demonstrated that a high CE and a lower debris laser-

based EUV source can be realized by using a mass-limited

Sn target and a double laser pulse irradiation scheme. The

use of pre-pulse irradiation is indispensable for improving

the density distribution via the expansion of Sn particles

before firing a carbon dioxide (CO2) laser (10.6 lm) as a

main pumping source. Typically a sub-nanosecond (ns) neo-

dymium-doped yttrium aluminum garnet (Nd:YAG, 1.06

lm) laser having an intensity of 109 to 1012 W cm�2 pro-

duces the pre-pulse radiation.9–13 Though there are many ex-

perimental results on the double laser pulse irradiation

scheme, however, calculation efforts to estimate the thermo-

dynamical behavior of Sn with such high heating rates and

velocity distributions in conditions relevant to laser-based

EUV sources have not been reported.

In this article, in order to investigate the thermodynamical

behavior and velocity distribution of Sn particles, a simplified

method including a one-dimensional two-temperature model

coupled to molecular dynamics and steady-state ionization is

used. A computational method and assumptions are described

briefly in Sec. II. The calculation results are presented and dis-

cussed in Sec. III, for conditions relevant to laser produced

plasma EUV sources. This is followed by the conclusions.

II. CALCULATION METHOD AND ASSUMPTIONS

In metals, the absorption of laser light takes place via

the conduction band electrons. Once the electrons are heated

up, the energy is transferred to the lattice via electron-

phonon coupling. In the framework of a one-dimensional

two-temperature model (TTM), the temporal and spatial evo-

lution of the lattice and electron temperatures, Tl and Te, are

described by two coupled nonlinear differential equations as

CeðTeÞ @tTe ¼ r KeðTe; TlÞrTe½ � � GðTe � TlÞ þ Sðz; tÞ;
(1)

ClðTlÞ @tTl ¼ r KlðTlÞrTl½ � þ GðTe � TlÞ; (2)

where C and K are the heat capacity and thermal conductiv-

ity of the electron and lattice as denoted by the subscripts e
and l, and G is the electron-phonon coupling constant. The

source term Sðz; tÞ in the z direction, with z being the direc-

tion normal to the sample surface, is used to describe the

local laser energy deposition per unit area and unit time dur-

ing the laser pulse duration.

The electron heat capacity can be obtained by

CeðTeÞ ¼ cTeðTe < TFÞ ¼ 3NekB=2ðTe � TFÞ; (3)

where c¼p2NekB=2TF ’ 56 J m�3K�2 is a material constant,

TF ’ 51272 K is the Fermi temperature, Ne ’ 4.22 � 1028 m�3
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is the density of free electrons, and kB is Boltzmann’s con-

stant. The electron thermal conductivity is modeled by14

KeðTe; TlÞ ¼ Ahe
ðh2

e þ 0:16Þ5=4ðh2
e þ 0:44Þ

ðh2
e þ 0:092Þ1=2ðh2

e þ BhlÞ
; (4)

where he¼ Te/TF and hl¼Tl/TF. A ’ 66.8 Wm�1K�1 and

B ’ 0.16 are material constants. Equation (4) is believed to

be valid in a wide range of temperatures.

The temperature dependence of the volumetric lattice

heat capacity is described using15 Cl¼ 2:5�105 (9.97 - 9.15

� 10�3 Tl þ 6:5 � 10�6T2
l ) Jm�3K�1. Because the expres-

sions for Kl and G weakly depend on the temperature,16,17

we have assumed that Kl¼ 67 Wm�1K�1 and G¼ p4ðNe

CskBÞ2/18Ke ’ 2:04�1017 Wm�3K�1. Here, the values of

the speed of sound Cs ’ 2730 m/s and Ke are assumed at

room temperature.

The simplest form of the laser source term S, at time t
and position z, is given by

Sðz; tÞ ¼ IðtÞð1� RÞae�az; (5)

where R ’ 0.7 (Ref. 18) and a ’ 2� 107m�1 (Ref. 19) are,

respectively, the reflection and an absorption coefficient of

the Sn target at a wavelength of 1.06 lm. The intensity I(t) is

assumed to have a nearly Gaussian profile with time t in the

laboratory frame, so it can be described as

IðtÞ ¼ bI0e�ðt�sÞ2=2r2

: (6)

Here, b, which is assumed to be ’1, is the shielding coeffi-

cient at the target that depends on the plume temperature and

species (neutrals, ions, and electrons) above the target, and

2r, s, and I0 are the full width at half maximum (FWHM),

time of peak intensity, and peak intensity of the laser beam,

respectively.

The heat source term as the boundary condition at the

target surface is expressed as

Ke@zTe ¼ �ð1� RÞIðtÞ; z ¼ 0: (7)

The TTM is solved by a finite difference method.

In order to investigate the particle dynamics, we have

used the classical molecular dynamics (MD) method.20 The

interaction between the particles of the system was governed

by a modified Lennard-Jones (MLJ) potential UMLJ,
21 and

the particular parameters for Sn were taken from Ref. 22,

with the Coulomb potential UC defined as

UðrijÞ ¼ UMLJ þ UC ¼ 4�
r
rij

� �12

� r
rij

� �6�h
" #

þ 1

4p�0

qiqj

rij
;

(8)

where � ’ 0.0619 eV is the depth of the potential well, h
’ 1.29, r ’ 0:3 nm, rij is the magnitude of the distance

between the centers of particles i and j, q is the electric charge

of the particle, and �0 is the permittivity of free space. The

MLJ potential is derived using an experimental radial distri-

bution function, a dense gas-like model, the Born–Green for-

mula, and experimental viscosity data for liquid Sn.

A detailed description of the MD model can be found

elsewhere.20,21,23–26 Briefly, at each time step ½dt¼ 1 femto-

second (fs)], the total force, velocity, position, and electric

charge of all of the particles are calculated. The force vector

acting on particle i from particle j is

!
Fji ¼ FðrjiÞ

!
r0

ji ¼ �
@UðrjiÞ
@r

!
r0

ji ¼
qiqj

4p�0

!
r0

ji

r2
ji

þ 24�

rji
2

r
rji

� �12

�ð6� hÞ
6

r
rji

� �6�h
" #

!
r0

ji; (9)

where
!
r0

ji is the unit vector of~rji, the position vector from j to

i. The total force on particle i is the summation of the force

vectors from all neighboring particles. The macroscopic

parameters such as temperature and pressure that include a

virial coefficient were evaluated at each time step. The long-

range contribution to the potential energy and pressure of the

entire system is explicitly included.

Calculations are initiated with particles occupying ideal

crystalline lattice positions in the x, y, and z directions and

random velocities from a Maxwell–Boltzmann distribution.

In the present article, the periodic boundary condition is used

to simulate the thermodynamical behaviors of bulk Sn. In

order to obtain a relatively simple scenario that is applicable

to the onset of a phase transition, we probe the dynamics of

Sn particles in a series of constant pressures and tempera-

tures, namely, an NPT ensemble with a constant particle

number (N), constant external pressure (P), and constant

temperature (T). The temperature and pressure were kept

constant using the Berendsen method,20,25,27 and the equa-

tions of motion were integrated using the fourth order Gear’s

predictor-corrector method.

In order to investigate the particle velocity in a laser pro-

duced plasma (LPP) EUV source, an open boundary condi-

tion is used. The temporal and spatial electron and lattice

temperatures under given laser conditions are calculated

using a TTM. Using the electron temperature and steady-

state ionization model, the electric charges of all of the par-

ticles are calculated.8 The lattice temperature is updated by

scaling the velocities of all particles by a factor

v¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ GðTe � TlÞdt=Ek;t

p
at each time step.28–30 Here, Ek;t

is the kinetic energy at the time t at which the bulk velocity

is excluded in the velocity scaling as

Ek ¼
1

2
m
XN

i¼1

vi;1 � �v1

� �2þ vi;2 � �v2

� �2þ vi;3 � �v3

� �2
; (10)

where m is the mass of the Sn atom and vi;j and �vj (j¼ 1,2,3)

are the velocity of atom i and the average velocity in the x, y,

and z directions for atoms in a layer normal to the laser

beam. The new velocity v0i;j of atom i is calculated as

v0i;j ¼ vi;j � �vj

� �
� vþ �vj; j ¼ 1; 2; 3: (11)

III. RESULTS AND DISCUSSION

Starting with a Sn film at a uniform temperature, Fig.

1(a) shows the time-dependence of the electron and lattice

123306-2 Masnavi et al. J. Appl. Phys. 109, 123306 (2011)

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jap.aip.org/jap/copyright.jsp



temperatures at the surface of a Sn target immediately fol-

lowing Nd:YAG irradiation with 1.06 lm laser pulses of var-

ious durations with FWHM¼ 1 picosecond (ps) and 1 ns at

the same absorbed fluence of 5 J cm�2. Based on the classi-

cal approach of TTM, first, the electron subsystem is ther-

malized (’fs) quickly due to laser energy absorptions;

second, the lattice subsystem is warmed up (’ps) through

energy coupling with the electron subsystem. Figure 1(a)

reveals that in the case of a ps pulse, the initial lattice heating

due to the energy transfer from hot electrons takes about 10

ps and turns into cooling due to fast electron heat conduction

to the bulk of the target at later times. The Sn target absorbs

laser energy in a very thin region (skin-depth ’ 50 nm).

Then, the thermal wave propagates into the bulk, followed

by the shock wave. A comparison between the temperatures

of ps and ns pulses shows that, as a result of the finite diffu-

sivity and absorption coefficient, the thermal wave cannot

penetrate deeply with a ps pulse. For a ns pulse, the time of

the thermal wave propagation is sufficient that the Sn target

can conduct heat away from the surface during the laser

pulse. The lattice temperature against a 40-lm-thick Sn tar-

get at different times for ns 5 J cm�2 and 5000 J cm�2 laser

pulses is shown in Fig. 1(b). In the case of the 5000 J cm�2

laser pulse, the lattice temperature is shown at t¼ 4000 ns.

Please note that in the present article, for simplicity, we have

not taken into account the effect of density variation due to

the expansion of the target on the thermal conductivity, spe-

cific heat capacity, and absorption coefficient. Figure 1(b)

shows that the lattice temperature inside the target

(’ 40 lm) is much lower than that at its surface even at a

very large fluence of 5000 J cm�2. Within the framework of

TTM, it follows from these calculations that during typical

pre-pulse Nd:YAG 1.06 lm laser irradiation in EUV lithog-

raphy experiments (ns pulse I0 ’ 108 to 1012 Wcm�2), the

Sn target rapidly reaches a high temperature. The large elec-

tron-phonon coupling constant and thermal conductivity of

metals31 can result in very high lattice heating and cooling

rates of 61012 K/s or even more.

MD calculations are employed to study the thermody-

namical pathway of bulk Sn at such high lattice heating and

cooling rates and to verify the applicability of the aforemen-

tioned MLJ potential. The MLJ potential UMLJ against the

distance between two Sn atoms is shown in Fig. 2(a). In

addition, Fig. 2(a) presents the original LJ potential with the

same depth of the potential well as a reference. In the MLJ

potential, the long-range attractive part of the LJ potential

suitable for rare-gas liquids is modified to include the effect

of the conduction electrons in liquid metals. Thus, the maxi-

mum depth in the MLJ potential is lower than that in the LJ

potential with the same depth of the potential well as shown

in Fig. 2(a). The calculated radial distribution function g(r)

of liquid Sn at 570 K and atmospheric pressure is shown in

Fig. 2(b). The calculated g(r) for liquid Sn using the MLJ

potential, as compared with the result obtained via ab initio
MD (Ref. 32) and the available experimental data presented

in Ref. 33, is in good qualitative agreement. However, there

are a few discrepancies, in particular in the height of the first

maxima, although the positions remain almost unchanged.

The calculations with either type of potential using ab initio
values and MLJ at low temperature tend to overestimate the

height of the first peak in g(r) such that its obtained experi-

mental value ’ 2.75 at 573 K.

The MLJ potential is applied to study the caloric curve,

melting temperature, rapid heating, and cooling processes

via the MD method. Calculations were performed using two

systems with 511 and 835 Sn atoms occupying ideal crystal-

line lattice positions under periodic boundary conditions.

Due to the finite size of our system, a single equilibrium

melting temperature cannot be found in a straightforward

manner. According to hysteresis procedures,23 we first

decrease the temperature of the liquid Sn toward solidifica-

tion and then raise the temperature of the solid in order to

obtain the melting temperature. The simulated cell volumes

V as a function of temperature in the cooling and heating

cycles at atmospheric pressure, calculated using the system

sizes of N¼ 511 and 835 Sn atoms, are shown in Fig. 3(a).

We equilibrated the systems for 100 000 time steps (100 ps)

using the NPT ensemble at T¼ 900 K. This was followed by

a cooling process in which a system with a size of 835 (511)

Sn atoms was cooled from 900 K to 300 K with a constant

cooling rate ( _T¼ dT/dt) of� 0.3 Kps�1 (� 0.5 Kps�1). The

sudden drop in volume at the solidification temperature (T�)

FIG. 1. (a) Time-dependence of electron Te (solid line) and lattice Tl

(dashed line) temperatures at the surface of a Sn target for FWHM¼ 1 ps

and FWHM¼ 1 ns pulse durations and the same absorbed fluence of 5

J cm�2. (b) The lattice temperature against a 40-lm-thick Sn target at differ-

ent times for ns 5 J cm�2 and 5000 J cm�2 laser pulses. In the case of the

5000 J cm�2 laser pulse, the lattice temperature is shown at t¼ 4000 ns.

FIG. 2. (a) The modified Lennard-Jones (MLJ) pair-wise potential UMLJ of

liquid Sn (solid line) taken into account in the calculation. The original Len-

nard-Jones (LJ) potential (dashed line) with the same depth of the potential

well e is shown as a reference. (b) The calculated radial distribution function

g(r) of liquid Sn at 570 K.
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is shown in Fig. 3(a), demonstrating that the final system in

the cooling phase is a crystalline state. The potential energy

per atom (U/N, N¼ 835), the density q, and the molar vol-

ume Vm. as a function of temperature upon cooling and heat-

ing are shown in Figs. 3(b), 3(c), and 3(d), respectively. In

addition, the available experimental data for the density of

liquid Sn (Ref. 34) in the temperature range of 505–775 K is

shown in Fig. 3(c). The calculated results for the density and

molar volume are in good agreement with the available data.

The distinctive jump in the heating phase shown in Figs.

3(a), 3(b), 3(c), and 3(d), which starts after 600 K, indicates

the phase transition from crystal to liquid Sn. The final state

in the cooling phase can also be verified conveniently in

terms of the results of the radial distribution function g(r), as

shown in Fig. 4. A characteristic liquid phase in the system

with a size of 835 atoms appears in g(r) as the temperature

becomes higher than ’ 400 K; in contrast, crystal peaks can

be detected at temperatures lower than this and become more

obvious with decreasing temperature. Please note that the

evolution of g(r) during the cooling process, as shown in

Fig. 4, reveals that the MLJ potential or minimum of this

potential results in a face centered cubic crystalline state at

low temperature. However, the results of MD calculations,

as shown in Figs. 3(c) and 3(d), are in good agreement with

the available data for b-Sn crystal. In the hysteresis method,

which is based on homogenous nucleation theory, the ther-

modynamic melting point (Tm) can be estimated as

Tm¼Tþ þ T� � ðTþT�Þ1=2
, where Tþ and T� are the maxi-

mum superheating and supercooling/undercooling tempera-

tures, respectively. An inspection of Fig. 3(a) reveals that the

superheating (supercooling) temperature Tþ (T�) is ’690

(450) K for the system with 835 atoms and ’ 620 (400) K in

the case of 511 atoms, respectively. Thus, the Tm is ’ 580

(520) K in our calculation when using 835 (511) atoms. This

is comparable to the experimental melting point of 505 K for

pure Sn. Although the system including 511 atoms gives a

Tm that is in better agreement with experimental data, it

somewhat overestimates the density as compared to the ex-

perimental data due to the finite size effect. It is found that a

system size larger than 835 atoms does not change results

significantly.

The effect of cooling and heating rates on the thermody-

namic pathway was qualitatively investigated using a system

size of 511 Sn atoms. Figure 5(a) presents the volume of a

simulated cell as a function of temperature at selected cool-

ing rates and atmospheric pressures. The full hysteresis cycle

upon cooling and heating processes is calculated using a con-

stant rate of 60:5 K/ps as shown in Fig. 3(a). Two other lines

are calculated at higher cooling rates of � 5 and � 10 K/ps.

However, no crystallization could be observed in the temper-

ature range of our calculation, indicating a very large hyster-

esis effect. This is surely related to the choice of cooling

rate. Instead of crystallization, the system undergoes a glass

transition from liquid to amorphous solid as the temperature

is decreased.35 It is well known that a first-order phase transi-

tion is characterized by not only stable phases, but also meta-

stable phases. At a given temperature and pressure, the free

energy of the metastable phase is greater than that of the sta-

ble phase. Superheated metastable states are formed when

matter is subjected to a high heating rate. The effect of the

heating rate on the melting point of a bulk Sn crystal is

shown in Fig. 5(b). The volume as a function of temperature

at atmospheric pressure is calculated for selected constant

heating rates. The initial conditions for these trajectories cor-

respond to one ensemble of the initial configurations at room

temperature. The distinctive steps of the dependencies after a

temperature of 600 K correspond to the transitions from met-

astable crystal to the liquid state. Superheated solid is a state

of matter that can be realized experimentally only under par-

ticular conditions involving high rate energy impacts and/or

very low concentrations of defects and impurities, which

FIG. 3. The structural transitions of liquid Sn during a cooling-heating cycle

based on the superheating-undercooling hysteresis method. (a) Simulated

cell volumes upon cooling-heating cycles for two cases: the number of par-

ticles N¼ 835 (511) and a cooling/heating rate of 60.3 (0.5) K/ps. (b)

Potential energy per particle for the cooling-heating cycle. The variation of

(c) the density and (d) the molar volume. These parameters are calculated

using a system size of N¼ 835 atoms.

FIG. 4. The temperature dependence of the radial distribution function dur-

ing the cooling phase as shown in Fig. 3. The curves are shifted for a better

view. The cooling rate is � 0.3 K/ps.
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enables heterogeneous melting. The simulations in Fig. 5(b)

start from an initially ideal b-Sn crystal lattice without

defects. A set of lifetime values of the superheated crystal

structure at different temperatures can be obtained using a

MD calculation. For example, the relaxation time is ’20 ps

for Sn crystal heated up to 650 K with a heating rate of 1

K/ps. An inspection of the curves in Fig. 5(b) reveals that the

melting temperature of the simulated perfect crystal system

of Sn rises when the heating rate is elevated. As the heating

rate increases, the system becomes highly randomized and

might not have enough time to generate an equilibrium

distribution, and thus the energy barrier for the phase transi-

tion decreases. In Fig. 5(c), the box volume is plotted as a

function of the temperature when the liquid Sn is heated at

two different heating rates. In the course of boiling, the simu-

lation cell changes dramatically, which makes the box vol-

ume a suitable order parameter of the process in the NPT

ensemble. The initial condition was liquid Sn at ’ 700 K.

We equilibrated the systems for 100 000 time steps using an

NPT ensemble at this temperature. This was followed by a

heating process at atmospheric pressure in which a system of

511 Sn atoms was heated from 700 K to 3500 K with a con-

stant heating rate. At a temperature of ’2500 K and a heat-

ing rate of 2 K/ps, the phase transition from a liquid to a gas

state was observed by increasing the whole simulation sys-

tem within a few hundreds of picoseconds. Please note that

the thermodynamic boiling point of Sn is ’2700 K. An

inspection of Fig. 5(c) reveals that when the heating rate

rises, the thermal history changes the thermodynamic path-

way, mainly owing to the inertial confinement effect. This

means that superheated metastable liquid Sn is formed when

it is subjected to a high heating rate. Under such heating con-

ditions, the metal liquid phase can be superheated up to the

maximum attainable superheating bounded by the spinodal

temperature of ’0:8Tc, where Tc ’ 5800 K is the critical

temperature.28,36

A mass limited Sn target is employed in single6 or dou-

ble laser pulse irradiation schemes9,12 as a promising laser-

based EUV source. It has been demonstrated that in single

laser pulse experiments, a high CE is generated by Sn ions

located within a 40 nm depth from the target surface. In the

double pulse scheme, a Sn micro-droplet (’40 lm in radius)

has to be expanded before the main CO2 laser irradiation in

order to improve the coupling efficiency between the long-

wavelength CO2 laser and the target. For this purpose, pre-

irradiation with a Nd:YAG laser prior to the main CO2 laser

is indispensable. In this article, we are interested in estimat-

ing the maximum velocity of Sn particles against a typical

fluence in EUV lithography experiments. Therefore, first, the

temporal and spatial parameters of Te and Tl are calculated

using TTM for a ns (FWHM¼ 1 ns) Nd:YAG laser pulse at

various intensities. The calculations were done for up to 4

ls. For decreasing calculation times, this time shrinks to 10

ps, and then the MD calculation coupled to a steady-state

ionization model is used as a postprocessor in order to inves-

tigate the velocity distribution of a small Sn sample with a

size of ’2� 2� 35 nm. The cutoff radius for both potentials

is assumed to be ’3r. In fact, this assumption underesti-

mates the effect of the Coulomb potential in our calculation.

The laser spot size is assumed to be much larger than the

cross-section of our sample size. A schematic sketch of the

calculation setup is shown in Fig. 6(a). First, we equilibrated

the systems for 50 000 time steps (50 ps) using an NPT en-

semble at T ’ 300 K using the periodic boundary conditions.

This was followed by 50 000 time steps using the NPT en-

semble at the same temperature without a boundary condi-

tion in order to eliminate any stress in the system. Then, the

laser irradiated in the z direction as shown in Fig. 6(a), and

the computational conditions include the presence of no

boundary condition (i.e., a small Sn sample in vacuum). The

FIG. 5. (a) Liquid Sn is cooled down from 900 K at three selected cooling

rates. The variation of the simulated cell volume with cooling rates of � 0.5,

� 5, and � 10 K/ps is shown. In contrast to fast cooling rates, the slow cool-

ing rate of � 0.5 K/ps and the same heating rate show the closed hysteresis

cycle. (b) The dependence of the melting temperature of bulk Sn crystal on

the heating rate. (c) The volume of a simulated cell containing liquid Sn as a

function of the temperature at two constant heating rates. Please note that

the abscissa scales are not the same.
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open boundary condition, meaning vacuum all around the

sample, is appropriate to simulate a mass limited Sn target.

Figure 6(b) presents a typical snapshot of ion velocities per-

pendicular to the laser direction and charge states against the

norm of the position vector r before the maximum intensity

of the laser pulse having a fluence of 500 J cm�2. Figure 6(b)

shows that under such conditions, the small sample almost

fully disintegrates into individual highly ionized Sn atoms.

Using the same calculation method, the velocity distribution

of the particles is calculated at various fluences of 5, 50, and

5000 J cm�2, as shown in Fig. 6(c). In the framework of our

simple model, Fig. 6(c) reveals that ejected Sn ions have a

maximum velocity on the order of ’10 to 40 km/s in plasma

created using a ns Nd:YAG laser with a fluence in the range

of 5–5000 J cm�2. The results are in good agreement with

experimental data as discussed in Refs. 4 and 13. The

weighted average velocity values versus the laser fluence are

shown in Fig. 6(d). The increase in the laser fluence leads to

the higher expansion velocities of the ejected ions as shown

in Fig. 6(d). However, the increase of the velocity is not

monotonic at low laser fluence. A sudden jump of the veloc-

ity is seen at a laser fluence of ’ 2 J cm�2. The maximum

lattice temperature at this fluence is ’ 3000 to 3500 K. This

fluence is almost the ablation (boiling) threshold Fb of Sn in

the case of a ns laser pulse. At a fluence less than Fb, melting

and spallation occur.37 Our calculation shows that a fluence

of ’ 5 J cm�2 is the plasma (ionization) threshold. Please

note that the sample size in our calculation is a very small

fraction of a Sn target (’ 40 lm) in the present double laser

pulse irradiation scheme. In the case of high fluence (&10 J

cm�2) in our calculation, the initial temperature in our sam-

ple or in the vicinity of the actual Sn target surface in experi-

ments [depth . 1/a . 50 nm, or even larger, as shown in

Fig. 1(b)] is high enough that direct atomization occurs, so

that the phase trajectories from this layer go above the criti-

cal point of Sn and the target is directly transformed into the

gas or plasma phase. However, based on the energy deposi-

tion, different mechanisms exist in the rest of the target. The

calculation using the TTM as shown in Fig. 1(b) shows that

for an extremely high fluence of 5000 J cm�2, the tempera-

ture in the rear of the target (deeper than 10 lm) is very low

(’400 K) even after 4 ls. This temperature corresponds to

the surface temperature when irradiated by a ns laser having

a fluence of .0.1 J cm�2. This part of the target is a source

of neutral debris in a single pulse laser scheme. Such investi-

gation is in progress in our laboratory, but the details are

beyond the scope of the present study.

IV. CONCLUSIONS

Using the classical approach of a two-temperature

model, it is found that the large electron-phonon coupling

constant and thermal conductivity of a tin target irradiated

by a ns Nd:YAG (1.06 lm) laser in a typical extreme ultra-

violet lithography experiment can result in very high lattice

heating and cooling rates of 61012 K/s or even more. Using

molecular dynamics calculations based on a simple modified

Lennard-Jones potential, the caloric curves of the solid and

liquid phases and the melting and boiling temperatures are

investigated. The potential gives reasonable results, for

instance, for both density and molar volume in a wide range

of temperatures. The calculated radial distribution functions

for liquid tin near the melting point are comparable to the

experimental data. The calculation results at selected high

cooling and heating rates have shown superheating and

supercooling effects on the thermodynamic pathways. It was

found that with a fast heating rate, the melting and boiling

temperatures of a bulk tin sample show a kinetic process that

is largely affected by the thermal history. The velocity distri-

bution of tin particles versus the fluence is investigated using

a simplified method including a one-dimensional two-tem-

perature molecular dynamics based on the modified Len-

nard-Jones and Coulomb potentials, and a steady-state

ionization model. The ablation and plasma (ionization)

thresholds of tin are estimated to be ’ 2 and 5 J cm�2 in the

case of a ns laser pulse. In the framework of our model, it

was found that ejected Sn particles have a maximum velocity

on the order of 10 to 40 km/s in plasma created using a ns

Nd:YAG laser having a fluence in the range of 5-5000 J

cm�2.
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FIG. 6. (Color online) (a) The initial condition is assumed to be a small Sn

sample size of ’2�2� 35 nm. A laser pulse is irradiated from the top sur-

face of the sample. (b) A typical snapshot of particle velocities perpendicular

to the laser direction and charge states against the norm of the position vec-

tor r before the maximum intensity of a laser pulse with a fluence of 500

J cm�2. (c) The velocity distribution of Sn particles at various fluences of 5,

50, and 5000 J cm�2. (d) The weighted average velocity values versus the

laser fluence.
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